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A Review of Holography 
Applications in Multiphase Flow 
Visualization Study 
Holographic techniques are used in many fields of science and engineering including 
flow observation. The purpose of this paper is to review applications of holography 
to multiphase flow study with emphasis on gas-solid and gas-liquid two-phase flows. 
The application of holography to multiphase flow has been actively explored in the 
areas of particle sizing in particulate flows and nuclei population measurements in 
cavitation study. It is also recognized that holography holds great potential as a 
means of visualizing dynamic situations inherent in multiphase flows. This potential 
has been demonstrated by holographic flow visualization studies of coal combustion 
processes in gas-solid flows, gas-liquid two-phase critical flow measurements, and 
flashing flows in a nozzle. More effective and refined holographic techniques as well 
as efficient image processing methods are very much in need to facilitate and 
enhance the understanding of complex physical phenomena occurring in multiphase 
flows. 

Introduction 
Holography, which was a mere scientific curiosity when 

first discovered, has now become a practical means of re­
cording image. Because of its vast potential for practical ap­
plications, holography has also earned its place even in 
popular magazines. The science and art of holography truly 
has come a long way since Gabor first conceptualized it in 
1947 to improve the electron microscope (Gabor, 1948, 1949, 
and 1971). 

Holography did not gain immediate popularity until the 
laser, with its great temporal and spatial coherence of light, 
became generally available. Leith and Upatnieks (1964) in­
troduced the use of the laser in holography, and subsequent 
advances by many scientists led to a burgeoning development 
in holography. As a result, applications of holographic tech­
niques now can be found in many areas of art, science, and 
engineering. Some of the applications in science and engineer­
ing include stress analysis (Fourney, 1968 and HoUoway, 
1971), nondestructive testing (Erf, 1974; Doty and 
Hildebrand, 1982), combustion study (Trolinger and Heap, 
1979; Craig et al., 1984), heat and mass transfer study 
(Mayinger and Panknin, 1974), aerodynamics study (Trol­
inger, 1982), and marine biology studies (Knox, 1966; Knox 
and Brooks, 1969; Beers, et al., 1973; Stewart et al., 1973; 
Heflinger et al., 1978), to name just a few areas. 

Holography records an image of an object by using the en­
tire content of the light, i.e., the intensity, wavelength and 
phase, reflected or transmitted by the object, thus capturing 
the entire message of the scene in all its visual properties, in­
cluding the vivid realism of three dimensions. Holograms can 
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store a vast amount of information that cannot be stored by 
using conventional imagery. Thus holography will be par­
ticularly suited for visualizing multiphase flow systems that 
contain myriads of "objects" such as bubbles, droplets, or 
particles. The fine resolution of holography also allows direct 
observation of microbubbles or microparticulates in a flowing 
system. 

A conventional optical system (photograph) can resolve an 
element R (such as a particle of radius R) if the element lies 
within a distance R2/2\ of a single focused plane, where X is 
the wavelength of the incident light. When the element lies 
more than R2/2\ from the plane, it is out of focus and the 
system can no longer resolve the element R. This places severe 
limitations on the capability of all conventional image re­
cording and analyzing techniques when the situation is 
dynamic such as in fluid flow. In contrast, a hologram will 
resolve an element R if the element lies within about RD/X of 
the hologram, where D is the effective hologram diameter. 
The ratio of the two sample volumes is RD/X to R2/2X which 
is 2D/R. This ratio places the capacity of holograms for re­
cording volumetric data many orders of magnitude above 
photographs. This ratio is essentially the number of 
photographs that would be needed to capture the same 
amount of information contained in one hologram (Trolinger, 
1980). The ratio can be of the order of 10,000 (Deason and 
Fincke, 1981). Thus, when an extended volume contains a 
large number of small elements of interest such as bubbles or 
droplets in multiphase flow, holography can be immensely 
powerful because it can record high resolution optical infor­
mation over a large volume in a short time. By storing the en­
tire information in a hologram, one can reduce data later at 
one's convenience. The image can be photographed or 
videotaped, examined by microscope, analyzed by other op­
tical methods, or simply observed by the naked eye. 
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In multiphase flow study, the first successful application of 
holographic technique was achieved in the recording and im­
aging of particle fields (Thompson and Ward, 1966; Thomp­
son et al., 1966). Soon after, other investigators applied 
holography to particle field diagnosis (Trolinger et al., 1969; 
Belz and Dougherty, 1972; Trolinger, 1980; Trolinger and 
Field, 1980), to visualization study of cavitation nuclei 
(Feldberg and Shlemenson,. 1973; Peterson et al., 1975; van 
der Meulen, 1976; Gates and Bacon, 1978; Billet and Gates, 
1981, Katz and Acosta, 1982; Katz and O'Hern, 1983; Katz et 
al., 1984), and to the study of gas-liquid flows (Lee, 1973; Lee 
et al., 1974; Deason and Fincke, 1981; Deason, 1982). Other 
techniques, such as the light-scattering method for particle siz­
ing, suffer from the difficulty of differentiating between dif­
ferent objects such as particulates from bubbles, whereas 
holography makes direct observation possible. Diffraction 
methods are only effective if the particle size range is very nar­
row and if the particles are spherical; other particle shapes are 
difficult to handle, especially if their orientations are random. 

Holography provides a powerful tool for helping to 
visualize the basic physical processes of many complex 
phenomena encountered in multiphase flows. Holography is 
the only known method by which high resolution images of in­
dividual particles in a dynamic field can be produced. In 
studying multiphase flows, information on the entire flow 
field is often necessary, e.g., spatial and instantaneous 
distribution of bubbles, droplets, or particles. Holography can 
provide such information by capturing the whole flow field 
and freezing the image in time. 

The purpose of this article is to review the state of the art of 
the applications of holographic techniques to multiphase flow 
study and to discuss and recommend areas for further 
research. 

Description of Holographic Techniques 

The term "hologram" was first applied by Gabor (1948) to 
a film that records the interference pattern formed by the in­
teraction between a coherent reference light and the diffracted 
or reflected light from an object. When the hologram is il­
luminated by the reference beam, it acts as a special type of 
diffraction grating and changes the reference beam into 
several components, one of which is nearly identical to the 
original object beam in information content. This, in turn, 
forms the three-dimensional image of the object. Detailed 
analytical descriptions of holographic recording and 
reconstruction processes can be found in several monograms 
published on holography (DeVelis and Reynolds, 1967; 
Caulfield and Lu, 1970, Collier et al., 1971). In this section of 
the paper, the typical optical arrangement for recording and 
reconstructing the image that can be directly applicable to 
multiphase flow study will be discussed briefly. 

Holographic recording process can be divided into two 
categories depending on whether reflected or diffracted light 
from the object is used as the information beam. The 
holography formed by the diffracted light as the information 
beam can be further divided into in-line or off-axis 
holography depending on the selection of the reference beam. 

Figure 1 shows a schematic diagram of the optical arrange­
ment for recording a hologram by using the reflected light as 
the reference beam. As shown, the laser beam is split into two 
parts, and each part passes through the spatial filter to make a 
spatially coherent beam. Both beams pass through a number 
of lenses in order to be expanded and collimated to a desirable 
size. One beam is directed to the object, and the reflected light 
from it reaches the film plate; the other travels directly to the 
film plate. The intensities of both the reflected and the 
reference beams at the film plate are desired to match in order 
to make a good quality hologram. 

A schematic diagram of recording a hologram using the in-
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Fig. 1 Schematic diagram of holographic recording using reflected 
light as information beam 
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Fig. 2 Schematic diagram of holographic recording using diffracted 
light as information beam 

line technique is shown in Fig. 2(a). An in-line hologram is 
made by passing a coherent light through a volume of object 
and recording the resulting wave front. When the light passes 
through the object, part of it is diffracted by the object, and 
the remainder is unscattered. The unscattered light acts as a 
reference light and interferes with the scattered light. This in­
terference pattern is recorded on a photographic medium and 
reconstructed for later viewing. 

An off-axis hologram, as shown in Fig. 2(b), is formed by 
introducing the reference beam separated from the light pass­
ing through the object, a process somewhat similar to recor­
ding from the reflected information beam as illustrated in Fig. 
1. In the arrangement shown in Fig. 2(b), the reference beam 
can even be introduced to the back side of the film plate in 
order to increase the aperture of the system (Lee et al., 1974). 
In-line holography is the simplest type of holography and 
should be explored first when the holographic technique is ap­
plied to a new field. However, there are many cases in which 
an off-axis arrangement is desirable. For example, the off-axis 
method is superior when the object is crowded with a large 
number of particles or has a large total cross-sectional area, or 
when the object field modulates the phase of the light 
significantly. To produce a good in-line hologram for such 
cases, a significant amount of light (about 80 percent) must 
pass through the field without modulation to serve as an effec­
tive reference beam (Trolinger, 1975); this percentage may not 
always be attainable. 
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Fig. 3 Reconstruction of a hologram 

A typical image reconstruction system is shown in Fig. 3. 
The location of the reconstructed image depends on the re­
cording technique. Figure 3 shows the location of the 
reconstructed image recorded by an in-line technique. The 
dimension of the reconstructed image can be magnified or 
contracted by various reconstruction arrangements, such as 
utilizing a different source of light or varying the distance be­
tween the light source and the film plate. The relationship 
governing the location and magnification of the constructed 
image of in-line holography with or without a lens has been 
thoroughly discussed by Fourney et al. (1969). 

As previously mentioned, holographic recording and 
reconstruction requires a coherent light source. At present, the 
laser is the only source that can provide temporally and 
spatially coherent light. In general, there are two types of 
laser: gas and solid. The gas laser produces a continuous light, 
and the solid laser generates a strong short-pulse light. 
Because the optical components of the holographic apparatus, 
as well as the object, must not move more than 1/8 of a 
wavelength during the recording of a hologram, the laser 
source must provide a short-pulsed, high-powered light if a 
dynamic field is to be recorded. A Q-switched solid laser pro­
ducing a pulse with a duration of 20-50 ns can be used for 
such purposes. Also, such pulses can be repeated within 
microsec to achieve a desirable time interval for recording the 
object in motion. Koechner (1979) has presented a review on 
the application of a pulsed laser to holographic recording. The 
hologram is reconstructed by a continuous gas laser to provide 
a stable image. 

Photographic plates are commonly used as the holographic 
recording medium. However, the nature of the holographic 
process and the development of high-powered coherent light 
sources have enabled other materials besides photographic 
emulsions to be used. As a result, photoresist, electro-optical 
crystals and other materials have been tried as holographic 
recording materials. An extensive review on holographic 
recording materials has been presented by Kurtz and Owen 
(1975). 

Applications to Fluid-Particle System 

Solid particles present many engineering problems: fluid-
ized bed combustion, particle motions in rocket exhaust, elec­
trostatic precipitation of dust, ignition of gun powder, and 
aerosol transport, to name a few examples. These problems in­
volve a wide variety of particle shapes and a broad range of 
sizes. In the biological sciences, researchers also need to in­
vestigate the behavior and movement of microplanktons in 
marine environment, swimming motion of organisms, and 
blood cells, all of which are similar to a fluid-particle system. 
In understanding these systems, the information of primary 
importance is particle size and particle velocity distributions. 
For instance, in fluidized bed studies, information on drift 
flux, flow regime, local bed quantities, and effect of particle 
size is very important in model development (Staub ct al., 
1980). The existing information in this area clearly indicates 
the need for first identifying the nature of the two-phase flow 
regime and then developing models based on the observed 
flow behavior. Measurement of local and average bed expan­
sion (void fraction), of particle circulation rates, and of local 
velocities is necessary for such predictions. 

Flows with small particles moving in various directions are 
difficult to measure by conventional techniques. The conven­
tional imaging system is severely limited by its narrow depth 
field when one tries to resolve a small object such as a particle. 
Therefore, it is not surprising that one of the first applications 
of holography in multiphase flow was particle size analysis 
(Thompson and Ward, 1966; Thompson et al., 1966). 
Holographic techniques allow a vast amount of information 
to be stored in a hologram, e.g., the size, number density and 
relative position of particles in a dynamic three-dimensional 
field. Such information is frozen as a stationary image and can 
be reproduced later for detailed study. 

Thompson (1974) and Trolinger (1975) reviewed 
holographic particle-sizing techniques and discussed the basic 
principles and practical limitations of in-line Fraunhofer 
holography and off-axis holography in particle sizing. 
• The fundamental idea behind the in-line Fraunhofer 
holography is to consider the diffracted field associated with 
groups of particles in a three-dimensional sample and to 
record the diffracted field as a hologram by using a collinear 
background beam. This hologram can then be used to form an 
image of the original three-dimensional sample. Normally, the 
particles are moving and thus, with an appropriate exposure 
time, a hologram can be made of this sample and a stationary 
image of the dynamic object distribution then can be formed 
that has much greater depth of field than a normal image. 
Hence, this method is a two-step image-forming process that 
reproduces a three-dimensional particle distribution. The in­
line Fraunhofer holography has been used successfully in 
aerosol analysis by Thompson et al. (1967). They used pulse 
lengths of approximately 20 ns. Trolinger, et al. (1969) used a 
similar technique in their study of rocket injectors. The use of 
the Fraunhofer plane for particle measurement is now well 
established (Cornillault, 1971; Swithenbank et al., 1977; 
Ewan, 1979). 

Also, particle holography has been applied to the study of 
weather and pollution. The techniques that were introduced 
for studying water droplet distribution in fog have now been 
extended to the observation of snow particles in clouds. 

Theoretically, the holographic technique can record a parti­
cle whose size is equivalent to the wavelength of the recording 
light. However, when conventional film plate has been used, 
the holographic technique has only been capable of recording 
down to a particle size of few microns (Lee, 1973; Briones et 
al., 1978). With the aid of computer, Hickling (1968) has pro­
duced Fraunhofer holograms of submicrometer-size particles 
and has successfully formed images. He computed the 
holograms by using the classical Mie solution and suggested 
that the method might be used for particles in the size range 
0.5-20 jim. This method was subsequently applied to small 
clouds of ultrasonically generated water droplets but using a 
separate reference beam to make the holograms (Hickling, 
1969). 

It is often necessary to measure the velocity spectrum 
simultaneously with the particle-size spectrum. Fraunhofer 
hololgraphy can readily be extended to perform such tasks by 
using a double exposure of the particle field with a predeter­
mined time interval between the exposing light pulses. This 
idea apparently was adopted by Trolinger et al. (1968, 1969), 
Menzel et al. (1968), and Fourney et al. (1969). Double-pulsed 
ruby lasers with pulse lengths of 7-50 ns and pulse separations 
as low as 10 ps have been used to record 5-100 jim particles in 
concentrations up to lOVcm2 moving with velocities of 15 
m/sec. The instantaneous velocity vector is determined by 
knowing the time interval between pulses and measuring the 
vector distance between the particle images. Presently, the 
pulse from the laser can be repeated within a fraction of a 
microsec and upward, and it has been demonstrated that par­
ticles moving at a velocity in excess of 2000 m/s can be deter­
mined by the holographic technique (Trolinger, 1975). 
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Generally, the in-line holographic technique has been ap­
plied to the recording of particles if the particle field is not too
dense. Also, the off-axis holographic technique has been tried
occasionally for crowded particle fields. The off-axis
holography, in which the reference beam is added separately,
has also been used by Wuerker et aI. (1968) and by Wuerker
and Heflinger (1970) for particle sizing in rocket engine
studies. They used a pulsed ruby laser for illuminating, with
the reference beam passing through a separate enclosed path.
Mathews (1971) used reflected light methods to study
limestone clouds in a pulverized coal furnace. Field depths of
up to 15 m reportedly have been achieved. The major advan­
tages of the off-axis holography are that the two images are
entirely separate and that the sample volume need not actually
transmit the beam and hence can be used in reflected light.
However, the method requires a higher resolution film, and an
undisturbed path has to be provided for the reference beam.

Table 1 Comparison of known and measured peak velocities over a
range of the distribution width parameter tJ/A (Ewan, 1979)

Known peak Measured peak
a fA velocity A (mfsec) velocity A (mfsec)

<0.01 2.43 ± 0.04 2.40 ± 0.03
0.04 2.40 ± 0.04 2.37 ± 0.03
0.08 1.90 ± 0.06 1.84 ± 0.036
0.14 1.90 ± 0.06 1.85 ± 0.036

A velocity-synchronized Fourier transform hologram
camera also has been developed (Klaubert and Ward, 1969;
Dyes et aI., 1970). Such a method can be used to analyze
hypervelocity particles. The hologram is the interference pat­
tern between a Fraunhofer diffraction pattern of the particle
formed by a lens and a reference beam produced by back
reflection from the particle.

Parent
particle
70 microns
(in focus)

Fig. 4 Hologram of a disintegrating coal particle; Trolinger and Heap
(1979)

Fig. 5 Holographic interferogram showing combustion of a black
powder pellet; Trolinger and Field (1980)
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Fig. 6 Comparison of measurements of nuclei populations; Billet and 
Gates (1981) 

Briones et al. (1978) developed an off-axis transmission 
holographic scheme and report that they achieved a 2-micron 
resolution of the combustion of solid rocket propellents at 
high pressures at a working distance of 6 cm. 

Ewan (1979) produced double exposure holograms of a 
moving particle field having a one-dimensional velocity 
distribution. Table 1 compares the known peak velocities and 
measured peak velocities of his holograms over a range of the 
distribution width parameter o/A. An excellent agreement is 
shown between the two. His method is based on the fact that 
the Fraunhofer diffraction patterns, produced in the back 
focal plane of a lens, for particles which are related by a 
displacement in a plane parallel to the recording plane, differ 
by an explicit phase factor that is a linear function of position 
in the recording plane. The double aperture type of parallel 
fringe structure, which results when the amplitudes from two 
particles are combined, can be used to calculate the particle 
separation. For velocity measurement, the two waves cor­
responding to the particle's position at two different times are 
recorded holographically by using a double-pulsed ruby laser. 
This approach can yield velocity distribution information 
while permitting rapid data-handling procedures to be used, 
thus eliminating the procedure of particle pair counting that 
was necessary in previous methods. A summary of particle 
field holography may be found in Trolinger and Field (1980). 

Holography has been successfully used to visualize the basic 
combustion processes of a variety of particle types such as coal 
particles and explosive particles. Understanding the physics of 
coal combustion and soot formation is important in producing 
more efficient and clean energy, and holography is beginning 
to provide new and valuable insights into such processes by 
way of direct visualization. In investigations of basic combus­
tion phenomena, holography has enabled observation not on-

Table 2 Comparison of nuclei measurements obtained in the LTWT 
(Billet and Gates, 1981) 

Number of n u c l e i / c u b i c cen t imeter 
Nuclei diameter (micrometers) 

Test <20 20-50 >50 Cumulative 
number Holo. Sca t . Holo. Sca t . Holo. Sca t . Holo. Sca t . 

16 
17 
24 
25 
34 
35 

221 
290 
308 
312 
204 
242 

82 
208 
126 
172 
166 
146 

39 
116 
106 
81 
66 
64 

4.6 
4.2 
3.6 
2.8 
0.6 
1.6 

1.2 
3.2 
1.6 
1.6 
2.8 
4.4 

1.0 
0.8 
0.6 
-
0.6 
_ 

261 
409 
416 
394 
273 
310 

88 
212 
128 
176 
168 
148 

ly of particle size and velocity but also of how particles 
separate from a parent particle and disintegrate while burn­
ing; their subsequent growth after combustion can be ob­
served by using holography, and its application in this area 
opened a new data source for studying fluid-particle systems 
(Trolinger and Heap, 1979). Holography has indeed provided 
visualization of combustion from beginning to end, which has 
hitherto never been possible by any other techniques. Trol­
inger and Heap (1979) studied burning of coal particles in free 
flight by using holography. They attained a resolution of 
about 3 jiim in the combustion zone of a flat flame burner at a 
working distance of 20 cm. Both the size and velocity of par­
ticles up to 75 /̂ .m in diameter were measured holographically. 
They were able to observe burning coal particles in free flight 
with nearly diffraction-limited performance. Figure 4 shows a 
hologram of a disintegrating coal particle during the combus­
tion process. Trolinger and Heap also compared in-line and 
off-axis images of various types of particles, and concluded 
that relative image quality varies significantly depending on 
the type of particles and the environment. In some instances, 
in-line image resolution was higher than off-axis resolution. 
However, they report that the signal-to-noise ratio was always 
higher for off-axis images, thus providing images that were 
more pleasing and easy to record. Especially, the gas density 
gradients near particles were more sharply defined in off-axis 
images where interferometry was used. 

Trolinger and Field (1980) produced holograms at several 
stations, beginning at the point of introduction of coal par­
ticles and continuing downstream. They were able to observe 
the microscopic details of everything in the stream with a 
spatial resolution of about 10 ftm and a temporal resolution of 
approximately 20 ns. The time history of the coal-combustion 
process could be observed from time zero to about 100 ms. 
Their holographic interferogram, showing combustion of a 
black powder pellet, is reproduced in Fig. 5. The capability to 
repeatedly view the physical processes occurring in combus­
tion phenomena in microscopic detail under controlled condi­
tions makes holographic techniques enormously attractive for 
use in discovering the precise mechanics and chemistry of 
combustion and many other related phenomena. 

The most tedious part in applying holography to particle 
measurement may be in comparing samples and in counting 
and sizing particles. Limited successes have been reported in 
applying a computer-aided technique to automate such pro­
cedures (Haussmann and Lauterborn, 1980; Feinstein and 
Girard, 1981); further development in this area is clearly 
desirable in the future. 

Applications to Gas-Liquid System 

Compared to the applications in fluid-particle systems, the 
applications of holography to gas-liquid flows had not drawn 
much attention until the 1970s when cavitation researchers 
began to investigate cavitation nuclei by using holographic 
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techniques (Peterson, 1972; Feldberg and Shlemenson, 1973;
Peterson et al., 1975). Since then, a bulk of pioneering work in
the use of holography has been attained in cavitation studies
(van der Meulen, 1976; Lauterborn and Ebeling, 1977; Gates
and Bacon, 1978; Ebeling, 1980; Billet and Gates, 1981; Katz
and Acosta, 1982; Katz and O'Hern, 1983; Katz et aI., 1984;
Katz, 1984). The initial application of hologarphy to cavita­
tion studies was to measure the population density of nuclei in
flow to investigate the onset of cavitation because free-stream
nuclei are recognized to be important in cavitation inception.

Peterson and others (1972, 1975), and Feldberg and
Shlemenson (1973) developed an experimental apparatus to
measure nuclei distributions by using holograms. Holograms
of a sample volume of a water tunnel test section were record­
ed on a special high-resolution film by holocamera, and a
three-dimensional image of the original volume was
reconstructed from the developed holograms. The frozen im­
age was then studied. Such a method is described by Gates and
Bacon (1978).

Comparison of the light-scattering and holographic tech­
niques in cavitation nuclei measurement is given by Peterson
et al. (1975), and by Billet and Gates (1978). Using the two dif­
ferent techniques in the same facility, Billet and Gates
measured particulate and bubble distributions. Their results
on nuclei measurements are shown in Fig. 6. In this com­
parison, in the overlapping size range of 10-50 Itm in
diameter, the light-scattering technique recorded substantially
fewer nuclei than the holographic method. It can be assumed
that holography results are essentially correct for nuclei larger
than 20 Itm because the holography technique allows direct
observation of the reconstructed image of the nuclei. Small
particles with diameters of less than 20 Itm may induce some
uncertainty because of background noise in the original
hologram and in the reconstructed system. Table 2 presents a
further comparison of the results obtained by the two
techniques.

The holographic method is advantageous in resolving the
controversy surrounding the relative importance of par­
ticulates versus bubbles as cavitation nuclei because the nuclei
can be directly visualized and inspected; in contrast, the light­
scattering technique cannot distinguish between particulates
and bubbles.

Lauterborn and Ebeling (1977) and Ebeling (1980)
developed and applied high-speed holocinematography to the
study of cavitation. Lauterborn (1982) utilized a high-speed
holocinematography to investigate the dynamics of a bubble
vortex ring in front of a plane solid boundary. A holographic
series was taken at 25,000 frame/s, and images were
reconstructed. The arrangement used a pulsed ruby laser and
an off-axis reference beam. From these experiments, and sup­
plemented by the ordinary high-speed cinematography, he was
able to verify that the originally spherical bubble near the solid
boundary forms oscillating torus-like bubbles that seem to ap­
pear in conjunction with jet formation.

Katz et al. (1984) used an underwater holographic camera
system to detect microparticulates in their study on cavitation
inception. Reconstruction of the test holograms at 16X
magnificiation produced sharp images of macroscopic ob­
jects, whereas 150X magnification clearly showed microscopic
nuclei. They used an off-axis holography utilizing a high­
energy pulsed ruby laser of 20-50 ns duration to shorten the
exposure time of the sample volume and were able to identify
moving microscopic objects on the order of 10 Itm.

Katz (1984) used the lensless Fraunhofer holography in his
study of the onset of cavitation. The exposure time was on the
order of 20 ns, and the wavelength of the generated light was
0.6943 ,urn. Reconstruction of these holograms then enabled
the population of microbubbles in the flow field to be quan­
titatively evaluated. The location and the nature of the subse­
quent visible cavitation originating from these microbubbles
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Fig. 7 Giant double·pulse exposed holograms showing water droplets
in air·water two-phase lIow; Lee (1973)

was also determined from these holograms. The direct
holographic flow visualization confirmed that cavitation in­
ception occurs when a free-stream bubble is brought to in­
stability by the pressure-fluctuation peaks.

Other than in cavitation research, the application of
holography to a gas-liquid system has not been widespread.
Yet, holographic techniques can potentially offer a great deal
in investigating the fundamentals of two-phase, gas-liquid
flows. For instance, accurate information about void distribu­
tion in channel flows will greatly help model developers. In
two-phase drift flux models, the void distribution parameter is
an important empirical quantity to be specified. Such infor­
mation may be obtained from holographic measurements of
void distribution. Currently, the phase distribution is usually
measured by a gamma densitometer. Gamma densitometer
normally requires many beams to accurately measure void
distribution, and furthermore, is not adapted for measuring
phasic velocities which are also a meaningful quantity in two­
phase flows. In two-phase channel flow, such as occurs in
boiling water reactor fuel assemblies or in steam generators,
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Fig. 8 Hologram of alcohol droplet breakup using double pulse
(<1T= 25 I's); Craig (1984)

Fig. 9 Details of cavitating (flashing) flow In a nozzle; Deason and
Fincke (1981)

information on the lateral drift of bubbles and droplets can be
extremely valuable in developing models. It is possible to ob­
tain such information with holography more than with any
other technique. The potential for holography application to
the study of such dynamic behavior of dispersed two-phase
flows is becoming increasingly recognized.

In dispersed gas-liquid, two-phase flow studies, Lee (1973)
and Lee et al. (1974) successfully employed holography to
determine slip ratios in air-water, two-phase critical flow at
quality levels above 0.95. They determined the slip ratios by
directly measuring liquid droplet size and velocity based on the
holograms exposed to double pulses from a ruby laser with a
minimum separation time of 5 JJ.s. Their holographic recording
technique for small drops was substantially improved by using
a large aperture. They further experimented and created triple­
exposed holograms by using a triple pulse from the ruby laser
and demonstrated that such techniques could be used to
measure droplet accelerations. The drop-size distribution
could be measured by the microscope to an accuracy of a few
microns. Information on the size distribution of drops is also
important in two-phase flow studies, and a direct measure­
ment based on holographic visualization will shed much light
in this direction. Figure 7 shows the reconstructed image of a
double-exposed hologram of air-water, two-phase flow taken
by Lee (1973). The drop velocities were calculated by measur­
ing the distance the drops traversed within the interval of time
produced between the two pulses. Later, Ju et al. (1982) have
extended this technique to the study of steam-water, two­
phase flow.

Trolinger (1980) and Trolinger and Field (1980) used the
technique of multiple-exposure recording for air bubbles in
air-water dispersed two-phase flow. They studied air bubbles
in a simulated cooling channel, using a double-pulsed
hologram. From their visualization studies, Trolinger and
Field observed that bubbles were not necessarily spheres;

therefore, optical instruments such as those used in conven­
tional diffraction methods, which must assume the bubbles
are spheres, would produce erroneous results. They also
studied liquid particle breakup in a liquid fuel injector nozzle
and the disintegration of a molten slag droplet by air jet. The
technique of multiple-exposure holography is useful in pro­
ducing velocity, acceleration, and information on shape
change. Craig (1984) used pulsed laser holography to observe
liquid and liquid metal breakup phenomena and was able to
obtain great resolution. Figure 8 shows his hologram of
alcohol droplets during breakup.

With the important role of interfacial area concentration
and particle shape factor in two-phase flow modeling
(Kocamustafaogullari and Ishii, 1983), information on bubble
size and shape obtainable from holographic visualization can
provide valuable insights for two-phase flow investigators and
will greatly help to advance these studies.

When the bubble number density becomes increasingly
large, multiple scattering and shadowing effects make it dif­
ficult to observe individual bubbles. Trolinger and Field
(1980) suggest a way to extend the range of applicability by il­
luminating the field with a sheet of light instead of a column
of light. This method considerably reduces the amount of light
and information recorded by the hologram. Bubbles or
droplets that might otherwise be blocked from view or lost in
the bright background can be seen by this technique. The
overall sheet of light passing through the channel can be
observed from a wide range of views, thereby providing a
measure of density or a closeup view that reveals the in­
dividual bubbles.

Deason and Fincke (1981) used pulsed ruby holography to
obtain detailed, three-dimensional images of the phase change
process in a two-dimensional converging-diverging nozzle.
Figure 9 shows views of various flow structures observed in
the nozzle. All these views were photographed from the same
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Fig. 10 Double·exposed hologram of steam bubbles; Deason (1982)

hologram and demonstrate the great resolution present in the
hologram. View (c) in Fig. 9 shows the gradual growth of
wavy structure as the cavitation bubble itself grows. View (b)
in Fig. 9 shows a water drop almost separated from the bulk
liquid. In View (a) in Fig. 9, a droplet appears to be entrained
in the vapor phase while other droplets are in the process of
formation. These examples powerfully demonstrate the
capability of holographic technique for recording an entire
scene instantaneously that later can be analyzed by using con­
ventional photographic methods. Deason and Fincke also
used double-pulsed holograms with a time interval of 50 /kS
between pulses to determine the time-of-flight velocity of the
interface movement. Such a visualization technique can pro­
vide detailed local velocities throughout a volume of space at a
particular instant in time. This capability is a distinct advan­
tage over the LDA technique, which provides continuous
velocity information at a particular point in space. Velocities
at other locations must be obtained by traversing the LDA
probe or by using several LDA systems simultaneously. The
accuracy of Deason and Fincke's measurements was limited
by the precision with which a particular point can be relocated
on the two instantaneous images and by how accurately the
reference beams have been collimated. Their error was
estimated to be ± 8 percent in the velocity determination. The
pulsed holographic images of the phase change process in a
two-dimensional, converging-diverging nozzle showed the
details of vapor generation and collapse as well as the location
of these events within the nozzle for various temperatures and
flow rates. Their portable holographic camera contains a
double-pulsed ruby laser with a pulse length of 20 ns and a
maximum pulse energy of 750 mJ.

Deason (1982) used holography to further investigate air­
water bubbly flows. His main interest was to determine bubble
shapes and distributions for various flow regimes as well as to
discover which flow conditions might prove to be optically too
opaque to make usable holograms. He has concluded that
dispersed bubbly flows, when a maximum void fraction of 0.2
is attained, image quality becomes too poor to be useful except
for bubbles near the walls. This image degradation is due to
multiple reflections from air-water interfaces. Figure 10 shows
the results of a double exposed hologram with 50 ms between
exposures. The double image permits measurements of the
speed and direction of each bubble because the bubble
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displacement can be directly measured and the time interval is
known. Shown in the figure are two bubbles: one remains at­
tached to the heated wire and grows between exposures; the se­
cond has released and is rising under buoyant forces. Such
revealing visualization is possible only by using holography.

Ooi and Acosta (1984) made an interesting application of
holography by using it to determine instantaneous local static
pressure in a liquid jet. They injected air bubbles into the jet
and traced the change of volume shape of the bubbles by tak­
ing a series of holograms from which they deduced the fluc­
tuating pressure in the jet.

Concluding Remarks

This paper has reviewed the state of the art in holography
applications to multiphase flow studies. The application of
holographic techniques to visualize multiphase flow, although
limited at present, is very promising because of the potential
for freezing and recording dynamic situations; holography
gives three-dimensional images and a pulse laser as the light
source makes an extremely short image formation time possi­
ble. Reconstructed images from holograms can be
photographed, videotaped, examined by microscopy, ana­
lyzed by Schlieren techniques, or simply observed by the nak­
ed eye.

Some of the limitations of current holographic techniques in
multiphase flow study are as follows:

• Their application is limited to the field where the dis­
persed phase is sparsely populated. This limitation is caused
by the recording technique as well as by the recording
material.

• The present method of viewing the reconstructed image
through either TV screen or microscope and recording the
desired data manually is extremely tedious when thousands of
pieces of information stored in one holographic plate must be
examined.

• The reconstructed image is somewhat degraded by the
speckle patterns in the reconstructed laser light. Improvement
can be made in this area by using a rotating diffuser and by
other methods, but further improvement is desirable.

Recommendations for improving the applications of
holography to multiphase flow visualization are as follows:

• Information-processing and data-analysis techniques for
the reconstructed image should be vastly improved. The
computer-aided automatic process techniques such as the one
developed by Haussmann and Lauterborn (1980) need further
improvement.

• The feasibility of using reflected light, instead of dif­
fracted light, as an information beam should be further ex­
plored with the aim of recording a densely populated field of
multiphase flow. The problem with recording the densely
populated field by using diffracted light as an information
beam is that the beam is disturbed and loses its information as
it passes through layers of objects such as droplets or bubbles.
This difficulty could conceivably be alleviated by taking a
hologram using reflected light as an information beam,
although such a method might prove to be ineffective if the
field is overly populated and the depth of field is too deep.

e To enhance the understanding of multiphase flow
phenomena, combining holography with holographic in­
terferometry is also recommended. This technique will allow
one to visualize not only the movement of the dispersed phase
but also the movement, density, and velocity gradient of the
continuous, ambient phase.
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Studies on Performance and 
Internal Flow of Twisted S-Shaped 
Bend Diffuser—The So-Called 
Coiled Bend Diffuser: 1st Report 
This paper is the result of our research into the twisted S-shaped bend diffuser-the 
so-called coiled bend diffuser. It is a diffuser with a centerline in the shape of a 
twisted " S . " Our studies show that the performance characteristics of this bend dif­
fuser are greatly improved when interaction by the bend elements generates an ade­
quate secondary flow inside the diffuser. Full consideration was given to the in­
fluence of the divergent angle of the bend elements, consisting of the diffuser or cur­
vature radius ratio of the bend, on these performance characteristics. The relation 
between diffuser performance and internal flow also was studied. Some guidelines 
for designing such a high performance diffuser is given. 

1 Introduction 

This paper discusses the twisted S shaped bend diffuser, or 
the so-called coiled bend diffuser; i.e., a diffuser with a center 
line in the shape of a twisted " S . " Our studies show that the 
performance characteristics of this bend diffuser [1-3] are 
greatly improved when interaction by the bend elements 
creates adequate secondary flow inside the diffuser. It is also 
made clear, however, that performance characteristics of the 
same diffuser may vary by 30-40 percent according to the inlet 
velocity distribution and that high performance is not always 
obtained. 

In this study, a bend diffuser is proposed, in which high and 
stable performance is guaranteed even when the distribution 
of inlet velocity is varied. The reasons for this are explained 
from measurement results on internal velocity distribution. 
We also will present our guidelines for designing such a high 
performance diffuser. Before this study, the influence of the 
divergent angle of the bend elements consisting of diffuser or 
curvature radius ratio of the bend on the performance 
characteristics was mostly unknown; full consideration was 
given to this. The relation between such elements and diffuser 
performance was thoroughly studied. 

2 Experimental Method and Apparatus 

2.1 Experimental Apparatus. Figure 1 is the schematic 
diagram of the apparatus to measure the pressure recovery 
performance of the diffuser. Water is pumped up and passes 
through rectifying tank A, the orifice, rectifying tank B, the 
pipe of inlet length and the distorted flow generator, and 
enters into the test bend diffuser. The test bend diffuser is 

submerged in the wide water tank with no tailpipe connected 
so that the pressure recovery of the diffuser can be measured. 
However, it is difficult to measure velocity distribution in 
water and, therefore, this conventional apparatus was 
modified: A diffuser outlet was installed on the sidewall of the 
water tank. Pressure taps for measuring pressure recovery per­
formance were put at the inlet section, pM, and the outlet sec­
tion of the test diffuser, pn. The water column manometer is 
used to measure the pressure at each section. The diffuser was 
made by bending a straight conical diffuser into a semicircular 
shape, with a constant curvature radius ratio of 3 and 6. This 
was further divided into four equal parts as shown in Fig. 2. 
The data for these elements are shown in Table 1. The diffuser 
was made of zinc alloy casting and its inner wall was 
hydraulically smooth. 

2.2 Shapes of Twisted S Bend Diffusers. At first, twisted 

orifice 
rectifying tankA 

Contributed by the Fluids Engineering Division for publication in the JOUR­
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division April 12, 1985. Fig. 1 Schematic diagram of experiment apparatus 
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M
If)

o

bend curvature ratio

in case of R/l'WI=6 : 2i1R/S=o:O.127 m

3.1 6.3

4.6 10.6

6.2 15.9

1.9 3.12.2

3.8

5.8

8.2

2.3

3.1

4.0

1.6

2.9

2.2

3.8

1.5

2.3

1.9

1.6

1.3

2X=6° diffuser 2X"'lZCI diffuser 2X=lBo diffuser

area ratio AR area ratio AR area ratio AR

2nd section

)rd section

5th section

4th section

Diameter of inlet section (:=2I'w1) : 0.054 m

Length of one bend element: in case of R/f'wl =3 2nR/a",O.0636 m

Table 1 Area ralio for each section of bend diffuser (uncertainty in
RI'w1 = 6±0.1, in AR = 15.9±O.3)

Table 2 Ordinary shape of bend diffuser In the experiment (uncertainty
In "'n = 100 ± 10')

straight diffuser 3rd sec tion
1st secti on 2nd section

t$1L~ ~~ 8--
bend diffuser

<1> 3rdsection
2nd bend 3:t 3rd bend

2nd section 4th section

~ <1>4

Fig. 2 Various definitions of bend diffuser elements and method of
producing sample bend diffuser elements

Fig. 3 Example of a 900 coif bend diffuser (92 = 93 = 94 =900 or
9n =900

), RI'w1 =6. 2x= 120

S-shaped bend diffusers with equal connecting angles
(<P2 =<P3 = cP4' = cPn), as shown in Table 2, were used in the ex­
periment; these diffusers were composed of bend elements
with an equal divergent angle from 1st to 4th bends. Finally, a
modified diffuser (A), as shown in Table 3, was used. Because
of modified diffuser was formed by combining various bend
elements, there may have been some differences in the
diameters of the connecting sections of the bend elements
depending on the circumstances. In such cases, a certain
divergent angle was given to the spacer with a thickness of 10
mm , which was inserted between bend elements to prevent
rapid expansion. Figure 3 shows an example of a twisted S-

divergent angle 2X 6° , 12° and 18 0

connection angle $2 $3 $~

U bend diffuser 0° 0° 0°

45° 45° 45°
twisted S shape bend diffuser,

90° 90° 90°
so called, coiled bend diffuser

135 0 135° US"

snake bend diffuser 180 0 180° 180 0

~
representative

of bend connecting

angle <Po
diffusers .

2X 6" 6° 12° 12" 18° 18° 45"

(AI RI't'-,-Jj
90·

1]5"

AR 1.5 2.2 J.8 5.8 10.6 15.9 lBO"

Table 3 Data for bend element of modified diffuser (uncertainty In
"'n =10 0 ±10', in 2 x=12°±10',ln Rirwi =6±O.1, in AR=15.9±O.3)

shaped bend diffuser (connecting angle cP2 = 4>3 = 4>4 =90°).
The connecting angle <Pn is defined as follows. In Fig. 4,
(n - l)th and nth bend elements are selected as examples and
the connecting angle 4>n between the bend elements is shown.
cP" is an angle formed by the planes of the bend element's cur­
vature on the upstream and downstream sides, with the

StJl section
t

I

400 mm 500
,.
300

4th section

~

200100o

---- Nomenclature

AR area ratio between inlet
and outlet; = (rW,,/rwl )2;
Fig. 2

Dn diameter of nth section in
coil bend diffuser; Fig. 2

L c length of centerline of coil
bend diffuser

N = number of bend elements
Pwn = mean wall pressure of nth

section in coil bend
diffuser

Q flow rate measured by
orifice; Fig. 1

r" any radius position in nth
section

'Wfl

R

Vul,Vall

radius of nth section;
D,,/2
curvature radius ratio of
bend diffuser element
inlet Reynolds number;
= V"'I DJ/II
mean axial velocity at dif­
fuser inlet section;
Q/7Trw /

2

axial and peripheral
velocities in nth section
angular position of eccen­
tric center of distorted
flow at inlet section of
coil bend diffuser; Fig. 4;
equation (5)

2x

~.

Subscript

n

connecting angle of both
(n -l)th and nth bend
elements and is called the
representative connecting
angle of coil bend dif­
fuser; Fig. 4
apparent divergent angle
of bend diffuser element;
Fig. 2
mean displacement
thickness; Table 4 and
Fig. 5

number of section; Figs.
2-4
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counterclockwise direction being regarded as positive. </>2, </>3, 
4>4, 4>5, and 4>6 indicate the angles formed by 1st and 2nd 
bends, 2nd and 3rd bends, 3rd and 4th bends, 4th and 5th 
bends, and 5th and 6th bends, respectively. In our experiment, 
all connecting angles are equal to each other 
(c/>2 = $3 = . . . = <j>n), and 4>„ is called the representative con­
necting angle. 

2.3 Inlet Velocity Distributions Used in Experiment. The 
five types of flow which were used as inlet velocity distribution 
of the diffuser are shown in Fig. 5. These velocity profiles are 
often found at complicatedly bent pipelines or at the outlets of 
fluid machinery. Table 4 shows the characteristics of inlet 
velocity distribution Types I to V as well as the mean displace­
ment thickness (mean value of 8 points around the peripheral 
wall), swirl strength of inflow M[, maximum gradient of axial 
velocity distribution [(vzmsx/Vm[)-l]/(r/rwl), kinetic energy 
correction coefficient /3, (inlet), /?„ (outlet) and pressure cor­
rection coefficient 7rj (inlet), ir„ (outlet); see equation (3). 
Reynolds number at the inlet section is maintained about 1.5 
x 105 throughout the experiment. The method of generating 
these velocity profiles are also detailed in Table 4. The 
measurement of velocity distribution was carried out con­
secutively from the 1st section of diffuser to the outlet section 
as shown in Fig. 3. There were four measuring directions on 
each section, N, NP, PN, and P as shown in Fig. 4. Measure­
ment was carried out using a 3-hole cylindrical pitot tube, with 
an outer diameter of 3 mm. 

type I typen typeffl typeIV typeV 

Fig. 5 Five types of flow used in the experiment as inlet velocity 
distributions of the coil bend diffuser, Types I, II, III, IV, and V and mean 
displacement thickness (mean value of eight points on periphery); 
(uncertainty in 5*/rw1 =0.047±0.0007, in vzIVmi = 1.0±0.015, in 
vaIVmt= 0.2 ±0.003) 

Table 4 Inlet velocity distribution of 5 types used in the experiment, 
generating method, each correction coefficient and etc. (Uncertainty in 
Re! =1.5 x 1 0 5 ± 2 . 5 x 10 3 , in S* / r „ i = 0.045±0.0007, in 
M,' = 0.413±0.006, in 0i =1.12±0.015, in w-, =1.0±0.015) 

On outlet section, A ^ TCn=l for all cases of types I-V 

types of inlet velocity 

distribution 

type I 

type II 

type m 

type IV 

type V 

developed turbulent 
saturated flow 

deviated flow accom­
panying by left-right 
symmetrical secondary 
flow 

deviated flow having 
no secondary flow 
(having cross flow) 

deviated flow accom­
panying by uni-direct-
ional swirling flow 

flow accompanying by 
unidirectional swirl­
ing flow, but having 
almost uniform axial 
velocity distribution 

generating method 

after fully inlet 
length 

downstream tangent 
Id outlet of single 
bend R /TV=3 

lattice pipe 

second bend outlet 
downstream Id sec­
tion when two 90°-
bends tf/rw=3} are 
combined in twisted 

second bend outlet 
downstream lOd sec­
tion when two 90°~ 
bends (R/YW=2) are 
combined in twisted 
S shape 

inlet 
Reynolds 
number 

1.5X10S 

l.SxlO4" 

1.5*10r 

1.5X10* 

1.5X10* 

displacement 
thickness 

of 8 points) 

0.045 

0.011 

0.031 

0.017 

0.011 

swirl 

M,' 

0 

nearly 
0 

nearly 
0 

0.404 

0.413 

gradient 
of axial 
velocity 

0.35 

0.40 

0.26 

0.05 

kinetic 
energy 
correction 
coefficient 

fi< 

1.06 

1.10 

1.12 

1.11 

1.10 

A, 
1.0 

1.0 

1.0 

1.0 

1.0 

coefficient 

711 

1.0 

1.0 

1.0 

0.98 

0.98 

nn 
1.0 

1.0 

1.0 

1.0 

1.0 

Fig. 4 Definitions of connecting angle of bend diffuser elements <•)„, 
angular position of eccentric center of distorted flow « „ , length from ec­
centric center to center of section r c „ and four measuring directions of 
velocity P, NP, N, and PN 
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3 Formulas to Represent Experiment Results 

Representative formulas to represent the experiment results 
are given. Approximated energy efficiency1 of the diffuser 
(hereinafter referred to as "energy efficiency" or "efficien­
cy") 

V = (P„„ - *i/>„i)/(P K,„ 2/2){/3J - (UAR)2 J ' (1) 

Relation between energy efficiency and pressure recovery 
coefficient C_ 

c . = i j { i - i / ( M / i ) 2 (2) 
pressure and kinetic energy correction coefficients TTJ , (Sj at in­
let section 

(3) 

(• rwl j . 2i 

The strength of unidirectional swirling flow (dimensionless 
angular momentum flow rate) M'nl at nth section 

• 2 T 

• ^ ' i = P j 0 J0 vznvanr,2drda/pVml
2rwl (4) 

The definition of the angle position a t at the eccentric 
center of distorted flow (gravity center position of the flow) in 
the inlet section 

a, = ta.n~x (rm/rPl) 

rc\ = rN\ + rPl 

rm 'rvi 

fp\ if™ 

(-27T rrwl 

Jo Jo vzins™<xdoidr/TrVmlrwl
3 

= Jo Jo ^iaCOSarfacfr/irKmlrwl
3 

(5) 

4 Experimental Results and Considerations 

4.1 Performance Characteristics of a Twisted S-
Shaped Bend Diffuser With Equal Divergent 
Angle. 4.1.1 Relation Between Energy Efficiency and 
Various Shapes of Bend Diffusers. Figure 6 shows the 
energy efficiency of various bend diffusers each with equal 
divergent and connecting angles; data as in Tables 1 and 2. 
Four bend elements were used. The inlet velocity was Type I. 
The efficiency when the curvature radius ratio R/rwl = 6 is 
generally higher than when it is 3. Maximum efficiency is ob­
tained when R/rwl = 6; 2x = 6° and connecting angle <j>„ is be­
tween 90° and 180°. Even when the divergent angle is in­
creased to 12° or 18°, the efficiency in the range of 
90° ^ 0„ S 180° becomes higher. On the other hand, when 
R/rwl = 3 , the maximum value is obtained when 2x = 6° and 
4>„ = 90°, but it becomes smaller with other connecting angles. 
This trend is observed also when the divergent angle is 
gradually increased to 12° or 18°, with efficiency being 
lowered as 2x is increased. The reason why efficiency is 
lowered in proportion to 4>„ between 90° and 180° when 
R/rwi - 3 can be explained as follows. Separation is very likely 
to occur at the 1st bend outlet because the bend has been 
sharpened. When <£„ = 135° and 180°, secondary flow 

Real energy efficiency VR is defined as r,R = ( i „ p w n -trlpw{)/(pVml
2/2) 

i@l~ P„(1/AR) ). When energy efficiency of the diffuser has a high value and 
the area ratio AR is large, /3n(l/AR)2 will be smaller than 1; i.e., 
0n(l/AR) < l . Asaresult, real energy efficiency -qR is almost equal to approx­
imately one i), equation (1); see Fig. 17. One-dimensional efficiency q0 as shown 
in Fig. 17 is defined as , 0 = (pwn -pwi )/(p Vml

 2 /2) (1 - (i/AR)2 ) . 

2X 
R/rwt=3 
R/rWi=6 

6° 
o 
© 

12° 
D 

• 

18° 
A 

& 

oOA shape 

Udif. coil 

1351 180° 
T2.3A 

snake 
Fig. 6 Inlet velocity Type I. Relation between efficiency i; and various 
shapes of bend diffusers (connecting angle <j>„ is varied). All four bend 
elements are connected (W = 4) (uncertainty in i) = 0.7±0.01, (jS„, ff/rw1, 
2x; see Table 3). 

90°coil, R/rWi=3 
2X=I2°, N_=_A 

typell 

180° 270° 360° 

Fig. 7 Relation between efficiency n of 90° coil diffuser and angular 
position a-f of high axial velocity zone of distorted flow; inlet velocity: 
Types II, III, and IV, N = 4 (uncertainty in i) = 0.7±0.01, in a1 =10° ±10') 

generated by mutual interaction between bends is weakened as 
compared to <j>n =90°, and the action to reduce the develop­
ment of separation becomes weak (see Fig. 10). It is clear from 
Fig. 6 that high efficiency is obtained using <£„ = 90° connec­
tion when the inlet velocity is Type I. In the following explana­
tions, therefore, the <j>„ = 90° coil diffuser is selected as a 
representative example of a twisted S-shaped bend diffuser, 
and the correlations among inlet velocity distribution, cur­
vature radius ratio, divergent angle and energy efficiency are 
studied. A plane bend diffuser with </>„=0° and 180° is not 
discussed here as it is discussed in detail in another report. 

4.1.2 Relation Between Energy Efficiency and Inlet 
Velocity. When the inlet velocity is the distorted flow, such 
as Types II, III, and IV, the efficiency of the coil bend dif­
fuser changes according to the angular position ax (see Fig. 4) 
of the high axial velocity zone of distorted flow at the inlet sec­
tion. Figure 7 shows the relation between »/ and c^ for any 
bend shape. High efficiency is obtained when angular position 
a! = 180° which corresponds to the inner wall of the bend 
plane. It worsens when al is decreased and reaches its lowest 
point when a} =0° , the outer wall of the bend plane. This 
phenomenon is caused by secondary flow which accompanies 
the distorted flow of Types II and IV. The reason is detailed 
later in Fig. 13. 

In the following explanations, we have adopted the value at 
inflow angle a^^ lSO") , at which energy efficiency reaches 
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coil d i f f use r 

0.8 

f=" 

0.6 

0.4 

0.2 

AR 4.0 
-y-34N<R/rw=3) 

2D 2.0 4.0 AR 8.0 
1 r^ttx <R'r»=3> 

2 3 4 N 

(R/r« = 6) 

2X= 1 

2.0 4.0 8.0 AR 16.0 
~4~N <FWr„«3) 

1 2 3 4N I 2 ; 
(R/r„=6) (R/r„=6) 

Fig. 8 Relation between efficiency i\ of 90° coil diffusers and area ratio 
dR, inlet velocity is varied, Types II and IV; a 1 =180° , Type III; 
a i =135°); (uncertainty in i; = 0.7±0.01, AR: see Table 1) 

0.8 

0.6 

0.4 (a ) \ 
typei ^ A _ _ 

W 1.2 14 
(rWi/R)-H 

2X 
90° coil 

6° 
O 

12° 
a 

18° 
A N=4 

(b) type I 

W , 1.2 , 1.4 
(rw./R)+1 

6 R/nv,3 oo 

(c) type TV 

W 
6R/rw,3 co 

, 1.2 , 
(rW i /R)+ 

DR/rw, 

14 

Fig. 9 Relation between the efficiency ij of 90° coil diffusers and cur­
vature radius ratio of the bend element fl /rw i , <*i =180°, N = 4; inlet 
velocity: Types I, II, and IV; (uncertainty in ij = 0.7 ±0.01, R/»V|, 2\: see 
Table 3) 

90° coi l 
R/rw, =6 
2£=12° 

maximum for any bend shape. Figure 8 shows the relation be­
tween the efficiency of the 90° coil diffuser and the area ratio 
when the inlet velocity is changed from Type I to Type V. The 
divergent angle is 6°, 12°, and 18°, and the curvature radius 
ratio is 3 and 6. In all these cases, the efficiency is high in 
Types II and IV and is decreased with Types V and III. It 
reaches its lowest value with Type I. The smaller the curvature 
radius ratio is, the greater the change of efficiency according 
to area ratio. This change reaches its highest value when the 
divergent angle is 6°. Figure 9 shows the relation between the 
efficiency of 90° coil diffusers and the curvature radius ratio. 
In this figure, 90° coil diffusers connected with all four bend 
elements are compared, while the area ratio of each diffuser 
varies according to the curvature radius ratio and the 
divergent angle. In this figure, R/rwl = oo means a straight-
line-type conical diffuser. With inlet Type I, efficiency goes 
down as the bending of the diffuser element becomes sharper. 
On the contrary, with Type II, efficiency reaches maximum 
value when R/rwl — 6 and is lowered a little when R/rwl = 3. It 
is interesting to see that, with Type IV, efficiency is increased 
to R/rwl = 3 even when the bending becomes sharper. The 
reason for this will be explained in the next paragraph, Fig. 14. 

4.2 Velocity Distribution of 90° Coil Bend Dif­
fuser. 4.2.1 A Flow in Case of Inlet Velocity Type 
I. Figure 10 shows a model of Type I flow inside a 90° coil 
diffuser when R/rwl =6 . The velocity profiles approximately 
correspond with the measured values. Separation is generated 
near the outlet of the 1st bend, and the deviation of the flow 
becomes great. When this distorted flow reaches the 2nd bend, 
it becomes a comparatively strong unidirectional swirling flow 
for the reason indicated in Fig. 11. The separation at the inlet 
of the 2nd bend is dragged into the unidirectional swirling 
flow at the 3rd bend and is moved toward the center of the 

5th section 

flow direction. 

centrifugal, 
force (c.f 

Fig. 10 Flow model of 90° coil diffuser with R/rw1 ; 
let velocity is Type I; N = 4 

p . W ^ 

dead water space 

6and2x = 12°; in-

equi axial 
velocity line 

direction of 
centrifugal force 

outer wall 
side 

'secondary flow 
generated by 1st bend 

dead water space 
(D.WS.) 

1st bend 

^p ' : wal l pressure difference 
between Inner and outer wall side 

secondary flow generated by 
wa l l pressure difference 

Fig. 11 Explanatory drawing of the generation of unidirectional swirl 
ing secondary flow in the 2nd bend of 90° coil diffuser; inlet velocity 
Type I 
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90°coil R/rWi=3, N=4 

3rd section 5th section 

Fig. 12 Velocity distribution in 3rd and 5th sections of 90° coil diffuser 
with fi/rw1 =3 and 2X = 12°; inlet velocity: Types II and IV, a, =180°; 
(uncertainty in vz/Vm1 =0.6±0.01, in vaIVm-, =0.2±0.003) 

pipe. It then forms a reverse flow zone all the way to the bend 
outlet. The separation at the inlet bend and the reverse flow 
zone in the middle and downstream region of the diffuser 
cause a dramatic reduction in energy efficiency. Further, this 
separation causes a strengthening of the unidirectional swirl­
ing flow at the 2nd bend and beyond. This phenomenon is ex­
plained by Fig. 11. The left portion of the figure illustrates the 
equiaxial velocity distribution at the 2nd bend inlet, the 
operating direction of centrifugal force based on bend cur­
vature, which exerts influence on the flow, and the distribu­
tion of dimensionless pressure difference Ap' between the in­
ner and outer walls, which is generated by centrifugal force. 
This can be expressed as 

Ap'=Ap/P(vmlyR)= \'° i(vz/vm)y/i'dr], r=i/rwl 

The axial velocity distribution at the 2nd bend inlet is exten­
sively deviated by the separation generated at the 1st bend 
outlet. Because of this, Ap' distribution also becomes ex­
tremely asymmetrical to the bending plane of the 2nd bend. 
Left-right asymmetrical secondary flow is generated by this 
asymmetrical Ap' distribution to the directions shown by the 
thicker arrows within the boundary layer around the wall sur­
face. This is overlapped by the existing secondary flow, and is 
turned into unidirectional swirling flow as the stronger flow 
absorbs the weaker. The size of the separation generated at the 
1st bend has a direct influence on the deviation of the flow at 
the 2nd bend inlet. If the separation is big, the deviation 
becomes big. As a result, the unidirecitonal swirling flow at 
the 2nd bend is also strengthened. Consequently, when the 
separation at the 1st bend is big, strong unidirectional swirling 
flow is generated; in addition to the loss from separation, fric­
tion loss is also increased. Furthermore, discharging kinetic 
energy is also increased. Hence, energy efficiency is decreased. 

4.2.2 Flows in Case of Inlet Velocities Types II and 
IV. Figure 12 shows the velocity distribution in the 3rd and 
5th sections when Type II and Type IV flows are introduced 
into a 90° coil diffuser with R/rwl = 3 . Unlike the case of Type 
I, as shown in Fig. 10, neither separation nor any reverse flow 
zone is generated inside the bend even if the bending is 
sharper, and the flow streams over the entire section. As a 
result, energy efficiency is improved. Also, a 90° coil diffuser 
with a more gentle curvature, R/rwl =6, gives similar results. 
In these circumstances, the reason why separation is not 
generated in Types II or IV may be explained by Fig. 13. When 
Type II flow is introduced into the inner wall of 1-1' section of 

wall pressure difference between 
inner and outer wall sides 
generated by centrifugal force Cap') 

thickness 

Fig. 13 Explanatory drawing of the generation of secondary flow to 
suppress separation in the 2nd bend; Type II, a1 =180° 

the 1st bend, a! = 180°, Ap' distribution between the inner 
and outer walls at 2-2' section a little downstream from 1-1' 
section becomes low at the central portion and high at both the 
right and left sides. By this Ap' distribution, second­
ary flow is generated in the directions shown by thicker arrows 
within the boundary layer around the wall surface. This is 
overlapped by the existing secondary flow. As a result, the ex­
isting secondary flow is strengthened and occupies all the sec­
tions downstream as shown by the broken lines at 3-3' section. 
This secondary flow moves high velocity fluid to the inner wall 
side of the 1st bend, and hinders the generation of separation. 
Hence, energy efficiency is improved. On the contrary, when 
the high velocity zone of Type II flow is intro­
duced into the outer wall of the 1st section, a, =0° , the ex­
isting secondary flow is strengthened, and the high velocity 
zone moves to the outer wall side of the 1st bend and low 
velocity fluid in the boundary layer around the wall ac­
cumulates in the inner wall side of the 1st bend due to this 
strong secondary flow. The force caused by the reverse 
pressure gradient along the inner wall acts on the accumulated 
low velocity fluid, and separation develops in the inner wall. 
Hence, energy efficiency is decreased. In the case of Type IV 
flow, the flow pattern is similar to that of Type II previously 
described. However, when the flow is not accompanied by any 
secondary flow, as in Type III, even though it is the distorted 
flow, the generation of separation is only slightly hindered 
even if the high velocity flow streams to the inner wall side of 
the bend, the efficiency is lessened. 

4.2.3. Relation Between Strength of Uniswirling Flow and 
Inlet Velocity Distributions. Figure 14 shows the change of 
the strength M'n in a dimensionless unidirectional swirling flow 
at lst-5th sections when flows of Types I, II, and IV are in­
troduced into a 90° coil diffuser of 2x= 12°, R/rwl =3 and 6. 
M'n becomes the strongest in Type I for both the values of cur­
vature radius ratio R/rwl, while it is smaller in Types II and 
IV, where separation is not generated. Also, in Type IV, M,', is 
lowered down to 0.2 or less in the center of the bend. In this 
way, if swirling is weakened without separation, friction loss is 
lowered in comparison when there is a strong swirling flow; 
discharging kinetic energy is also decreased, thus improving 
efficiency. The reason why efficiency is increased though the 
curvature radius ratio becomes smaller, as described in Fig. 9, 
can be explained in terms of these observations. In Fig. 9, M'n, 
shown by mark 9 (Type I V ) , when a swirling component 
moving in a direction opposite to the coil winding direction 
enters the diffuser (the strength of M'n is the same as in Type 
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Flg.16 Relation between area ratio AR and elficlency " (white mark) or
pressure recovery coefficient Cp (black mark) of modified (A)·shaped dif·
fusers (Table 3). Connecting angle "'n is varied; (uncertainty in
,,=0.7±0.01, In Cp =0.7±0.01, AR, "'n: see Table 3)
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Fig. 15 Flow visualization In 900 coil diffuser with large divergent
angle 2x = 180 and Rlrw1 = 6; inlet velocity; Types I, II, and IV, a1 = 1800 ;

N=4

Fig. 14 Change of the strength of swirling flow M~ moving In a
downstream direction In 90 0 coil diffuser; inlet velocity: Types I, II, IV,
and IV'. (A) shape is: "'n =135 0

, N=4 (uncertainty in M~ =0.8±0.01; in
Lc lrw1 = 10±0.15, RlrW1: see Table 3)

IV, but the swirling direction is reversed), in the middle of the
bend, becomes a swirling flow moving in the coil winding
direction. Even when the swirling direction is reversed, the loss
is still small and efficiency is also not much lower than in the
case of Type IV. Figure 15 shows flow visualization pictures of
a 90 0 coil bend diffuser with a large divergent angle 2x = 18 0

•

The surface tuft method and tuft grid method were used. The
types of inlet velocity distribution are Types I, II, and IV. The
unidirectional swirling flow pattern can be clearly seen.

4.3 Performance of a Modified Type Twisted S-Shaped Bend
Diffuser (Energy Efficiency and Velocity Distribu­
tion). 4.3.1 How to Design High Performance Twisted S­
Shaped Diffusers. The shape of the diffuser as discussed in
the preceding paragraph is as follows: A straight-line diffuser
with an equal divergent angle was bent into a V-shape with a
fixed curvature radius ratio. It was further divided into four
equal parts by every 45 0, and these four bend elements were
connected together with equal connecting angles. The feature
of this shape is that secondary flow is generated as a result of
mutual interference between bend elements and this acts to
suppress the expansion of separation after the generation of
secondary flow and to improve diffuser performance. There
are, however, limitations on performance improvement
because the separation generated at the 1st and 2nd bends on
the upstream side cannot be suppressed with Types I and III
inlet velocity distributions. Taking this into account, a high ef­
ficiency diffuser is proposed in this paragraph, in which the
aforementioned defects are excluded as far as is practical.
With this kind of diffuser, diffuser efficiency can be improved
by hindering the generation of separation at the 1st bend. One
way of achieving this is to connect a bend element with a com­
paratively gentle curve and a small divergent angle to the
upstream portion. The divergent angle is gradually widened as
the secondary flow develops and the area ratio is increased. In
this case, the bending on the downstream side may be sharp.

4.3.2. Experiment Results ofHigh Performance Twisted S­
Shaped Bend Diffuser. Based on the foregoing method, the
(A)-shaped diffuser with a high efficiency, as shown in Table
3, was studied as a representative example of such diffusers. In
Fig. 16, the energy efficiency of the (A)-shaped diffuser (six
bend elements connected) is shown as a white mark. For
reference purposes, the pressure recovery coefficient Cp is
shown as a black mark. Connection status; <1>11 =45 0 coil,
<1>,,=90 0 coil, <1>/l=135· coil and <1>"=180 0 wave shape dif­
fusers; inlet velocity distribution is Type I. High efficiency is
obtained under all bending conditions when <1>/l > 45·. Max­
imum value is attained when <1>/l = 135 0 or <1>/l = 180 0

, and it
reaches 73 percent when the area ratio AR =8-16. This value
is 26 percent higher than the efficiency (47 percent) of a 90 0

coil diffuser with 2x = 12 0, R/rW1 = 6, AR == 8 as shown in Fig.
6. It also is approximately equal to the efficiency of 90· coils,
135· coils and 180· wave-shape diffusers with 2X=6°,

- R/rwl = 6, AR = 4, 72-73 percent; see Fig. 6. In other words,
these results mean that the area ratio can be increased by 2 to
nearly 4 times without lowering the efficiency.

tuft grid mE'thodsurface tuft mE'thod
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Fig. 17 Comparison of real energy efficiency qR, approximated energy 
efficiency i\ and one-dimensional energy efficiency JJ0;

 s e e equation (1) 
and footnote #1; (uncertainty in ijE , ij, ijn = 1.0 ± 0.015) 

When inlet velocity distributions are Type II, Type IV, and 
Type V, the maximum and the minimum values, rjmax and 
?)rain, of modified type coil diffuser 04) are described as the 
following (the figure is omitted to shorten the paper). 
ijmax = 0.86 at 0„ = 135°-225° and r,min=0.78 at <£„=270° in 
Type II, i?max = 0.8 at </>„ = 180°-225° and rjmin = 0.73 at 

,=90° in Type IV, and Vn .=0.88 at 0„ = 18O° and 
'/min=0.71 at 4>„=90°, respectively. In the foregoing results, 
the efficiencies are more improved, and the difference between 
the maximum and the minimum values is very small. 

The difference between the flow in the (/4)-shaped diffuser 
and the flow in the 90° coil diffuser before modification, as 
shown in Fig. 10, lies in the separation which develops after 
the 2nd section and in the strength of the generated unidirec­
tional swirling flow; see Fig. 14. We can say therefore that the 
separation generated at the 2nd section in the 90° coil diffuser 
before modification does not fade away at the 3rd section but 
is sustained all the way down to the diffuser outlet in the form 
of a reverse flow zone at the center of the pipe, and energy ef­
ficiency is thus decreased. On the otherhand, with the 
(/4)-shaped diffuser [3], the weak separation which is 
generated at the 2nd section disappears on or around the 3rd 
section due to secondary flow, and the expansion of the 
separation is hindered. Further, the strength of the secondary 
swirling flow generated inside the bend is also weakened (see 
Fig. 14). Consequently, the efficiency of the (^4)-shaped dif­
fuser is raised. When the flow in the (^l)-shaped diffuser is of 
Types II, IV, and V, the flow is further improved compared 
with Type I. The separation at the 2nd section disappears and 
the flowing condition is extremely good. Therefore, high 
energy efficiency is obtained as previously mentioned. 

5 Conclusion 

From the foregoing study on the performance of twisted S-
shaped bend diffusers and internal flow, the following conclu­
sions have been drawn. 

(1) Energy efficiency varies in a complicated manner ac­
cording to the inlet velocity distribution, curvature 
radius ratio, and divergent angle of the bend element. It 
roughly corresponds to the following two types of flow: 

(a) When substantial separation is generated in the 
upstream portion of the diffuser, distortion of the 
flow is increased by this separation, and a strong 
unidirectional swirling flow is produced because of a 
corresponding growth in the mutual interaction be­
tween bend elements. Consequently, in addition to 
the loss due to separation, wall surface friction loss 
and discharge loss are increased, and energy efficien­
cy is thus decreased. 

(b) On the contrary, when separation is not generated in 
the upstream portion of the bend, distortion of the 
flow is small and mutual interaction between bend 
elements is weakened. The unidirectional swirling 
flow also becomes weak. For this reason, the 
aforementioned losses are small, and energy efficien­
cy shows a high value of 80 percent or more. In order 
to obtain high efficiency, it is essential that the sec­
ondary flow is neither too weak nor too strong. 

(2) In order to overcome the previously mentioned dif­
ficulties and to maintain energy efficiency at a high 
value for any value of inlet velocity distribution, it is 
necessary to hinder the generation of separation in the 
upstream portion of the bend or to minimize the size of 
this separation. To do this, it is recommended that the 
divergent angle of the diffuser inlet be decreased to 
about 6° and that the curvature radius ratio of the bend 
be increased to a certain extent. Further, it is desirable 
to widen the divergent angle to obtain a large area ratio 
as secondary flow inside the bend is developed. In this 
case, curvature may be made sharper in the downstream 
portion as required. If full consideration and care are 
given to these points, it is quite possible to produce a 
bend diffuser with higher performance than the 
modified diffuser described in the present report. 
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Studies on Performance and 
Internal Flow of (/-Shaped and 
Snake-Shaped Bend Diffusers: 
2nd Report 
This paper describes the relation between bend diffuser characteristics and internal 
flow. Diffusers were bent into U and snake shapes within the limitation of a single 
plane. In these experiments, area ratio, divergent angle and curvature radius ratio of 
bend elements were varied. Five types of inlet velocity profiles also were used, and 
their effects on diffuser performance and internal flow were investigated in detail. 
The following is a report on the fruitful and interesting results we have obtained. 

1 Introduction 
Several studies [1-4] on bend diffusers have been published 

in the past. For example, the study by Sprenger [1] on the 
pressure recovery characteristics and internal flow of a single 
bend with a small bending angle. The present authors have 
also published a study [2] on the characteristics of the twisted 
S-shaped bend diffuser. The bend diffuser has thus been 
studied from various standpoints. However, many problems 
remain unsolved because the flow itself is very complicated 
and slight differences in the shape of the diffuser or the veloci­
ty distribution at the inlet may often have a big effect on dif­
fuser characteristics. Typical examples of such problems are 
the relation between bend diffuser shape and the secondary 
flow, the relation between the separation inside the bend dif­
fuser and secondary flow, and the influence of the divergent 
angle or the curvature radius ratio on diffuser characteristics 
and internal flow. 

In order to clarify these points, the authors have studied dif­
fusers, bent into [/-shapes and snake-shapes within the limita­
tion of a single plane. Area ratio, divergent angle and cur­
vature radius ratio of bend elements were varied along with 
the velocity distribution at the inlet in an experimental study 
on the relation between diffuser characteristics and internal 
flow. The following is a report on the fruitful and interesting 
results we have obtained. 

2 Experiment Method and Apparatus 

In this experiment, the apparatus shown in Fig. 1(a) was 
used. To measure energy efficiency, a sample diffuser was 

Contributed by the Fluids Engineering Division for publication in the JOUR­
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids' Engineering 
Division April 12, 1985. 

submerged in an open-top water tank without a tailpipe. 
Figure 1(b) shows examples of the sample U bend diffuser 
(with bend elements connected in the same bending direction, 
</>„ = 0°) and the snake bend diffuser (bend elements alter­
nately connected in reverse direction, $„ = 180°). When the 
area ratio was changed, the number of connected bend 
elements N was changed. There were three different angles 
2x : 6°, 12° and 18°. Curvature radius ratio R/rwl of the 
bend element was 3 or 6 (see Table 1). To measure the velocity 
distribution inside the diffuser, a cylindrical Pitot tube with 
three holes was used, and the measurement was carried out on 
the connecting section of the bend element. In this case, the 
diffuser outlet was fixed onto the outer wall of the water tank. 
As the flow was not uniform, measurement was made from 
four directions: P, NP, N and PN; see Fig. 2. In the present 
study, the flow as observed in the pipeline or at the outlet por­
tion of fluid machinery, was roughly divided into 5 types, and 
was used for diffuser inlet velocity distribution. In Fig. 3, 
velocity distribution for Types I-V is schematically 
illustrated.1 

3 Formulas to Represent Results of the Experiments 

Diffuser real energy efficiency is defined as follows: 

riK=(*nPm,-*iPwi)/l(pVmi
2/2)lPi-Pa(l/ARy1}] (1) 

where P{ and /3„ express the kinetic energy correction coeffi­
cients at diffuser inlet and outlet. -KX and 7r„ express the 
pressure correction coefficients at inlet and outlet. 

For details of the generating method of the 5 types of velocity distribution, 
see the 1st Report: Fig. 5, Table 4 or reference [2]. 
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bend curvat.ure ratio

R/rwl

Diamet.er of inlet section (=2ltw.) : 0.054 m

3.1

6.33.1

6.2 15.9

4.6 10.6

1.9

3.8

2.2

5.8

8.2

3.1

2.3

•. 0

1.6

2.9

2.2

3.e

1.5

2.3

1.6

1.9

1.3

2y'''''6° diffuser 2X"'12° diffuser 2X=18'" diffuSer

area ratio AR area ratio AR area ratio AR

3rd section

2nd section

5th section

4th section

Table 1 Area ratio of each secllon of bend diffuser; Uncertainty in
RI'Wl = 6 ± 0.1. in AR = 15.9 ± 0.3

distorted flow
gE'nerator

Fig. 1(a) Schematic diagram of experiment apparatus Length of one bend element: in case of R/rWl =J : 2nR/8=O.0636 m

in case of R/rwl=6 : 211R/8=O.127m

U bl?nd
Rlrw• = 6 2X =18"

snake bend
R/rw, = 6 2X= 12"

eccent ri c
center

(gravity of
~ fluid flow)

Fig.2 Definitions of measuring directions (P, NP, Nand PN) of velocity
distribution and angle position a1 at the eccentric center in the inlet
seellon of the bend diffuser

4 l?1l?ments
(N=4)

I element
(N= I)

3 l?ll?ments
(N = 3)

2 elements

(N=2 )

Fig. 1(b) Sample U and snake bend diffusers, see Table 1

71"1 = t WI 1:" P Uz rdrda./pwIQ (3)

In the present report, the approximated value of 7JR' where (3n
and 71"n are approximated to 1,

7J = (P WlI -7I"IPw\)/(p VmI
212){(31 - (11AR)2 J (4)

(2)

was used. (31 and 71"1 are shown in Fig. 3. TJR and 7J are com­
pared to Fig. 4. 2 The difference between the values is small
when the energy efficiency is high. As a result, approximate
energy efficiency 7J is used, representatively, in the following,
and is called energy efficiency or efficiency. Angle position a.,
of the eccentric center (gravity center position of the flow) of
distorted flow at the inlet section and the strength of unidirec­
tional swirling flow (dimensionless angular momentum flow

20ne-dimensional energy efficiency '10 is defined as follows: '10 = (Pw" ­
Pwl )/(P V1ll1

212)f 1- (J/AR)2).

---- Nomenclature

AR

N

Pwl,Pwn

P!n

area ratio between inlet
and outlet, =
(rw,,/rwj)2, Table 1
diameter of nth section,
= 2rw,,, Table 1, Fig.
1(a)
number of bend
elements
mean wall pressure at
inlet and outlet, Fig. 1
total pressure at radius r
in nth section

Q

R

Yo

o'

flow rate measured from
orifice
curvature radius of bend
diffuser element
mean axial velocity at
inlet section, = Q/7I" r wl

2

axial and peripheral
velocities
thickness from wall sur­
face to outer end of
boundary layer
displacement thickness
of boundary layer

p fluid density
¢n connecting angle of both

(n - l)th and nth bend
elements (¢" = 0° : V
bend diffuser and ¢"
180°; snake bend
diffuser)

2:>;: apparent divergent angle
of bend diffuser element

Subscript

n = number of section
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Fig. 3 Five types of inlet velocity distribution as used in the experi­
ment; 5*1; mean displacement thickness (mean value at 8 measuring 
points on the periphery of inlet (1st) section); uncertainty in S*lrWf = 
0.047 ± 0.0007, in S*/rw1 = 0.045 ± 0.0007 

rate) M{ are expressed by the following formulas. The 
clockwise rotation from P( + )-axis is regarded as positive; see 
Fig. 2. 

a{=\.an-l(rm/rPl) 

2 
= r N\ + rP 

/rw\ =\ vz\r\2 s i n a da dr/ir Vmlrwl
3 

l / r " 1 = )o Jo "<« 
rx

2 cosa da dr/% Vmlrwl
3 

y (5) 

[2ir fwi 

M'x = PJo Jo vz\v«\r\ drdalp VmX
zrwl 

(6) 

4 Experiment Results and Considerations 

4.1 Energy Efficiency. 4.1.1 Relation Between Effi­
ciency and Distorted Inlet Flow. When the flow enters the 
bend diffuser, its efficiency shows complex variations accord­
ing to the angle position a, of the eccentric center of distorted 
flow at the inlet as defined in Fig. 2. Figure 5 shows the rela­
tion between a, and efficiency for both U bend and snake 
bend diffusers. From this figure, it is clear that efficiency 
varies greatly according to the angle position ax on the inlet 
section, to which the eccentric center of distorted flow (high 
axial velocity zone) comes up. This is closely related to the 
generation of secondary flow in the diffuser. The relation be­
tween «] and efficiency also depends a great deal upon the 
type of secondary flow which goes with the flow at the inlet 
portion. In other words, for all U and snake bend diffusers 
with inlet flow Types II and IV, efficiency is increased when 
the high-speed zone of distorted flow streams into the inner 
side (a, = 180°) of the 1st bend, and is lowered when the flow 
streams into outer side of this bend (a{ = 0°). The reason is 
briefly explained as follows: In the case of Types II and IV, 
the secondary flow3 which suppresses separation at a, = 180° 

Separation-suppressing-type secondary flow is the secondary flow which 
pushes the flow into the inner side of the bend. The reason why such a secondary 
flow is generated is not explained here because it is described in detail in the 1st 
Report, Fig. 13. 

I80°snake 
orR/rwi=6.2X=12° 

type I 
Gi 1.06 1.10 
B5 4.02 120 

IV 
1.11 
229 

Fig. 4 Comparison of real, one-dimensional and approximate energy 
efficiencies tiR, >;0 and f, uncertainty in ?ifi, >j0, i = 0.9 ± 0.014 

typeE 
2X-6" —o— 

I2° —-a-.-

0.8 
U bend 

- R/rw, =3 
snake bend ,A^ 
•R/rwl =3 S T * " \ ^ 

270° a 360° 0° 180° 270° a 360° 

Fig. 5 Relation between efficiency ij and the angle of the eccentric 
center's position « 1 (high velocity zone) at the inlet section; N = 4 (four 
bend elements connected). This figure shows the results for both U and 
snake bend diffusers; uncertainty in ii = 0.8 ± 0.012, in a-f = 10° ± 10'. 

is generated, while the secondary flow which promotes separa­
tion is generated at a, = 0 ° . With inlet flow Type III, the 
angle position au at which efficiency becomes maximum, 
deviates to 135° or 225°. The reason for this is that the Type 
III flow is distorted, but is not accompanied by any secondary 
swirling component. In this case, efficiency is far below that 
of Types II or IV. So far, we have studied inflow angle posi­
tion «] and efficiency. The experimental results (explained in 
the following mentioned figures) relate to a, , which indicates 
maximum efficiency. 

4.1.2 Relation Between Efficiency and Area 
Ratio. Figure 6 shows the relation between efficiency r\ and 
area ratio AR on the [/bend diffuser (or [/diffuser) and snake 
bend diffuser (or snake diffuser). As regards to the [/diffuser, 
when efficiency is as high as 80 percent, i\ reaches its max­
imum value on a small area ratio AR. As AR is increased, t] 
tends to decrease gradually. In such a case, as we will report in 
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Fig. 6 Relation between efficiency q and area ratio AR for U and snake 
bend diffusers (Types II and IV: a-, = 180°, Type III: a-, = 135°); uncer­
tainty in v = 0.8 ± 0.012, in AR = 16 ± 0.3 
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Fig. 7 Relation between efficiency ij and divergent angle 2\ for U and 
snake bend diffusers with inlet Types I, II, III, IV and V. N = 4 (four bend 
elements connected); uncertainty in ij = 0.8 ± 0.012, in 2x = 12" ± 
10 ' . 

detail later (Figs. 11 and 12), separation in the diffuser is not 
generated upstream but in a far downstream section. In this 
downstream section, however, the flow velocity is drastically 
reduced, and the influence of the separation on efficiency is 
relatively small. When efficiency is 70 percent or lower and the 
divergent angle is small, 2\ = 6°, efficiency changes 
dramatically according to AR. As the divergent angle is in­
creased, the change of efficiency becomes smaller, and reaches 
an almost constant value at 2x = 18°. Such changes are close­
ly related to the generation of separation inside the diffuser. 
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Fig. 8 Relation between efficiency ij and curvature radius ratio RlrWf or 
curvature {rm IR + 1) for U and snake bend diffusers with inlet Types I, II 
and IV; uncertainty in i) = 0.8 ± 0.012, in Wrw1 = 6.0 ± 0.1 

We will discuss separation later (Fig. 12). In the case of the 
snake diffuser, the bend element N = 1 is exempted because it 
corresponds to the Udiffuser. Here, we shall consider N ^ 2. 
The changes in ?j are relatively uniform, and the changes ac­
cording to AR are small in both high and low efficiencies. The 
reason why the change, according to AR, is small in the case 
of the snake diffuser will be explained later (Fig. 12). When 
separation occurs at the 1st bend, such separation does not 
fade away but continues to exist all the way downstream to the 
outlet of the diffuser. If this separation at the 1st bend is 
prevented, the secondary flow ceases to cause any separation, 
which might have occurred because of the snake bending. In 
short, any separation in the diffuser is remakably influenced 
by the existence of separation at the 1st bend. If the length of 
the diffuser is short, the flow inside the [/and snake bend dif­
fusers varies greatly according to the existence of separation. 
There is no substantial difference caused by the shape of the 
bend. If the length of the diffuser is long, however, efficiency 
is closely related to the shape of the diffuser, even if separa­
tion occurs in the inlet portion, the flow inside the diffuser 
stands under a constant moving condition corresponding to 
the shape of the diffuser. Therefore, we will discuss efficiency 
with regard to each different shape of diffuser where N = 4, 
i.e., four bend elements are connected. 

4.1.3 Relation Between Efficiency and Divergent 
Angle. In Fig. 7, the relation between efficiency ij and 
divergent angle 2\ is illustrated for [/and snake diffusers. For 
inlet velocity Types I, III, and V, as shown in Fig. l{a, c, e), 
the relation between 17 and 2x is similar when the curvature 
radius ratios R/rwi = 3 and 6, and r\ is decreased as 2\ is in­
creased. On the other hand, the trends of Types II and IV, Fig. 
l{b, d), are different. In U and snake diffusers with a cur­
vature radius ratio R/rwl = 6, efficiency is not decreased even 
if the divergent angle is widened from 12° to 18°. On the con­
trary, it may sometimes be increased. The reason for such an 
increase of efficiency when the divergent angle is widened can 
be explained as follows: When the flow inside the diffuser 
shows almost no separation all the way downstream, the swirl­
ing flow which occurs at the inlet portion is decreased 
downstream in the diffuser, because the area of the section is 
enlarged, the length of periphery is long and the friction effect 
increases. The ratio of this decrease becomes greater as the 
angle is widened. In other words, the greater the divergent 
angle, the weaker the strength of the swirling at the outlet por­
tion. As the conversion ratio of kinetic energy to pressure 
energy increases, so efficiency is increased in a like propor­
tion. In a diffuser with a curvature radius ratio R/rwl — 3, TJ is 
increased up to 2\ = 12°. When it reaches 2x = 18°, the 
separation on the inner sidewall of the bend plane can no 
longer be suppressed, and t\ begins to decrease rapidly. 

4.1.4 Relation Between Efficiency and Curvature Radius 
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Fig. 10 Relation between efficiency >; and mean displacement 
thickness 6*-\lrwi in the inlet section of U and snake bend diffusers 
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Ratio of a Bend Element. Using Fig. 8, we shall now con­
sider the influence of the curvature radius ratio R/rwl. Figure 
8 shows how efficiency changes when the curvature of the 
bend element is increased from R/rwl = oo to R/rwl = 3 hav­
ing the sharpness of a turn. The diffuser with R/rwl = oo cor­
responds to a straight conical shape. The relation between rj 
and R/rwl is complicated, while the trend of change can be 
roughly divided into the three following tendencies: 
1 Monotonously decreasing tendency; 2 Monotonously in­
creasing tendency; 3 Maximum value tendency showing 
maximum value at R/rw[ = 6. In the case of inlet velocity, 
Type I, as shown in Fig. 8(a), tendency 1, the same 
monotonously decreasing tendency occurs with any of the dif­
fuser shapes. In this figure, the result obtained by Sprenger us­
ing a [/bend diffuser of 2x = 8° [1] is compared; this is quite 
similar to the value of 2x = 6°. Inlet velocity Type II, as 
shown in Fig. 8(£>), corresponds to tendency 3, the change of 
maximum value tendency. In Type IV, as shown in Fig. 8(c), 
tendency 3-maximum value tendency and tendency 
2 - monotonously increasing tendency are mingled. Tendency 
2 - monotonously increasing tendency-is often seen in the 
snake diffuser, while the U diffuser is almost always of max­
imum value type. i\ is often bigger than the value of the 
straight diffuser (R/rwl = oo) by 10-20 percent. The reason 
for this is that, as the result of mutual interaction between 
bend elements, secondary swirling flow occurs inside the dif­
fuser and the separation-suppressing effect is increased. From 
the foregoing observation, it can be demonstrated that separa­
tion can be prevented, without using any special device, but 
simply by generating adequate secondary flow inside the dif­
fuser and by properly combining inlet velocity type with dif­
fuser shape. 

4.1.5 Comparison Among Efficiencies of U-Bend, Snake-
Bend and Straight Conical Diffusers. Figure 9 shows 
Imax/fst i > which is obtained by dividing the maximum value 
Vmax of the efficiencies in U bend, snake bend and straight 
conical diffusers with each of the inlet velocity types by the 
value Tjst , of each straight conical diffuser of inlet velocity 
Type I. The value of i j s t , in relation to the divergent angle is 
described in this figure. The value of ^max/lst I varies ac­

cording to diffuser shape and curvature radius ratio, while a 
high value is obtained with inlet Types II or IV for any of the 
diffuser shapes. As is evident from this figure, it also is dif­
ficult to discern which type, II and IV, is superior to the other. 
With inlet Types I and III, •qmM/rist, is lessened. In the straight 
conical diffuser at the right, separation can be effectively 
prevented and efficiency is higher in the case of Type V, where 
axial velocity distribution is uniform and unidirectional swirl­
ing is contained. In C/and snake bend diffusers, however, effi­
ciency is higher in Types II or IV, where axial velocity distribu­
tion is not uniform and the secondary swirling component is 
contained; due to the interaction of the bend elements, the 
secondary swirling component is strengthened and separation 
is more easily prevented. 

4.1.6 Relation Between Efficiency and Inlet Displacement 
Thickness. Figure 10 shows the relation between efficiency 
and inlet displacement thickness S*/rwl for inlet velocity Type 
I. Except for the mark o ,4 efficiency is at the highest when 
displacement thickness is thin (S*/rwi = 0.012) for U and 
snake diffusers, while it is decreased as S*/rwl is increased. 
The ratio of decrease depends upon shape of the bend. This 
relation between efficiency and S*/rwl is very similar to that of 
the straight conical diffuser, which is shown in Fig. 10(b) by a 
broken line with the mark + . 

4.2 Velocity Distribution Inside the Diffuser. 4.2.1 In 
Case of U Bend Diffusers. Figure 11 shows equiaxial veloci­
ty lines and peripheral velocity distributions in each of the 1st, 
3rd and 5th sections (see Fig. 1) inside the U bend diffuser. 
The inlet velocity is Types I, II and IV. It is obvious from Fig. 
11 that, when efficiency is increased, in Types II and IV, 
almost no separation occurs as far as the 3rd section in the 
middle of the diffuser. Figure 12(a) shows the separation area 
ratio from lst-5th sections in the U diffuser, including inlet 
velocity Type V, which was omitted in Fig, 11. With inlet 

4The U-bend diffuser (with 2% = 6° and i? / r w l = 3 marked by o ) shows a 
different trend from the others. The reason for this is unknown. The velocity 
distribution in a V bend diffuser with R/fwi = 3 could not be measured because 
of the restrictions on the shape of the bend. 
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velocity Type I, the separation area reaches 40-60 percent of 
the total sectional area when AR is larger than 4, and efficien­
cy is lowered. With Types II and IV, when a, = 180°, 
however, it decreases 15-40 percent (see marks n , a , A ), and 
efficiency is relatively improved. On the contrary, when ax = 
0°, separation reaches nearly 50 percent, and efficiency is 

type I 

tp 

1st section 
*p 

3rd section 
i i K n n ^ D/ . - c TY-io0 solid l ine : vz/Vmi 
U b e n d , R / r w i = 6 , 2X-I2 , b r o k e n M n e : V * / V m l 

Fig. 11 Velocity distribution in 1st, 3rd and 5th sections inside U bend 
diffuser. N = A. Inlet velocity Types I, II (ff1 = 180°) and IV (tt1 = 180° 
and 0°). Uncertainty in vzIVm1 = 1.0 ± 0.015, in vaIVm1 = 0.2 ± 0.003. 

lowered. When a divergent angle is as great as 2x = 18° (the 
figure is omitted), separation area is large and reaches 50-60 
percent of the sectional area in Type I, while it is markedly 
decreased with Type IV. In Type IV, efficiency is greatly im­
proved, as shown by mark © in Fig. 7(d). In this way, high ef­
ficiency is often obtained even in the case of a U bend diffuser 
with a divergent angle as great as 12° or 18°, and it should be 
noted that efficiency in the U bend diffuser is not always low. 

4.2.2 In Case of Snake Bend Diffusers. Figure 13 shows 
the velocity distribution and flow model when a Type I flow 
enters the snake bend diffusers. Radius ratio R/rwl = 3 and 
2x = 12°. The feature of this flow is that, when a dead water 
region, as shown by the shaded portion, is generated on the in­
ner side of the bend plane of the 1st bend, it develops along the 
wall surface on the same side, and the separation area is in­
creased or decreased according to the influence of the sec­
ondary flow. In other words, in the 3rd and 5th sections, the 
dead water region tends to be dragged into the center of the 
pipe by the left-right symmetrical secondary flow. When the 
curvature radius ratio is increased and reaches R/rwi = 6 
(although not shown in the figure) the dead water region is 
almost dragged into the center of the pipe. Figure 12(Z>) shows 
the separation area ratio of each section of the snake diffuser 
in the case of Type I. These ratios reach, in downstream sec­
tions, 10-20 percent when R/rwl = 6, and 20-30 percent when 
R/rwl = 3. Efficiency varies according to the separation area 
ratio, and deteriorates when the separation is large. 

U bend R/rwi-2/C-type 
6-18-1 

#1=180° 

AR 8 

Fig. 12 Change of separation area in downstream direction inside U 
and snake bend diffusers. N = 4. (ASn = separation area of each sec­
tion, A„ = area of each section.) Uncertainty in ASnIAn = 0.5 ± 0.008, 
in AR = 8.0 ± 0.12. 

centrifugal 
force (c.f.) 

snake bend / 
R/rw, = 3 
2X = l2° 
type I 
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+ c.c.i center of curvature 

secondary 
flow 
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Fig. 13 Flow model and velocity distribution inside snake bend dif­
fuser using inlet Type I. W = 4. Uncertainty in vzIVm^ = 1.0 ± 0.015, in 
vJvm1 = O-2 * 0-°03-
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Fig. 14 Velocity distribution inside snake bend diffuser with inlet 
Types II and IV (3rd and 5th sections). W = 4. Uncertainty in f z /V m 1 = 
0.7 ± 0.01, in vJVmi = 0.2 ± 0.003. 

Our study was further extended to consider the distorted 
flow accompanied by the secondary swirling component in the 
case of Types U and IV. Figure 14 show the velocity distribu­
tion in the 3rd and 5th sections of the snake bend (the 1st sec­
tion is omitted since it is the same as in Fig. 11) in cases of 
Types II and IV. It is evident from the figure that separation 
does not occur from inlet to outlet, and efficiency is good. As 
already stated, when the maximum velocity flow enters the in­
ner side of the bend (a, = 180°) in Types II and IV, a 
separation-suppressing-type secondary flow is generated. 
Therefore, separation is not generated at the outlet portion of 
the 1st bend. Furthermore, the snake-shaped diffuser means 
that very little separation occurs in the 2nd and subsequent 
bends as a result of secondary flow. In short, the flow inside a 
bend diffuser of this shape will remain stable downstream if 
separation is hindered at the 1st bend. 

5 Conclusion 

The following conclusion has been drawn from the results 
of our study and observations: 

1 Even in a [/bend diffuser, with a big divergent angle and 
bending angle, which is usually considered to be low in effi­
ciency, energy efficiency can be raised up to around 80 percent 
by selecting the correct inlet velocity distribution and by 
generating separation-suppressing-type secondary flow inside 
the diffuser, without using any special type of device. 

2 The snake bend diffuser is much better equipped to 
generate this separation-suppressing-type secondary flow than 
the U bend diffuser. Consequently, high efficiency of around 
80 percent can be obtained, even with a divergent angle bigger 
than that possible for a U bend diffuser and with sharp 
bending. The influence of area ratio is smaller than it is in the 
case of the U bend diffuser. 

3 For both U and snake bend diffusers, efficiency may 
become higher than that in a straight conical diffuser de­
pending on inlet velocity distribution. Interesting phenomena 
have been observed in both of these diffusers; i.e., the bigger 
the divergent angle is, or the sharper the bend is, the higher the 
efficiency can be raised. 

4 The relation between efficiency and inlet boundary-layer 
thickness in these two bend diffusers is approximately the 
same as that observed in straight conical diffusers. 
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Vortex Simulation of Propagating 
Stall in a Linear Cascade of 
Airfoils 
A numerical simulation of propagating stall in a linear cascade of airfoils at high 
Reynolds numbers is conducted using a vortex method which was first developed by 
Spalart [7\ for this problem. In this approach, the vorticity is discretized into a large 
collection of vortex blobs whose motion is tracked in time by the use of a well-
known vortex tracing algorithm based on the Euler equation. The near-wall effects 
of viscosity are accounted for by the creation of discrete vortex sheets at the 
boundaries of the airfoils consistent with the no-slip condition. These boundary vor­
tices are then released into the flow field downstream of the separation points which 
are obtained from a boundary-layer routine. Calculations are presented for a variety 
of flow geometries. It is demonstrated that (for a given cascade of airfoils, distur­
bance wavelength, and stagger angle) several different flow regimes are obtained: 
Attached flow at lower angles of attack and a chaotic deep stall configuration at 
larger angles of attack with a narrow intermediate range of such angles where pro­
pagating stall occurs. The physical characteristics of this propagating stall are 
parameterized and a quantitative study of the effects of camber and imposed 
wavelength is conducted. Comparisons are made with previous theoretical and ex­
perimental studies. 

1 Introduction 

With the advent of the Random Vortex Method and other 
similar vortex techniques, it recently has become possible to 
simulate high Reynolds number turbulent flows which have 
large-scale coherent structures that are two-dimensional [1-5]. 
The stability and excessive storage problems associated with 
finite-difference techniques at high Reynolds numbers are not 
encountered here since a spatial grid is not used. Rather, the 
vorticity is split into a large collection of vortex blobs (i.e., 
vortices with a small core where the singularity has been 
smoothed out) whose motion is tracked in time by using a 
well-known vortex tracing algorithm based on the Euler equa­
tion [6]. Since the Reynolds numbers being considered are ex­
tremely large, the major effects of viscosity are confined to the 
boundary-layer region. These viscous effects are simulated by 
the creation of vortex sheets at the boundaries so that the no-
slip condition is satisfied. In this manner, vortices are con­
stantly created to replace those that are "washed away" with 
the mean flow consistent with the basic physics of the 
problem. 

In a recent paper, Spalart [7] conducted a numerical study 
of propagating stall in a linear cascade of airfoils. The vortex 
approach he utilized had several novel features which 
distinguished it from the more common Random Vortex 
Method previously cited [1-5]. To be more specific, the condi-
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tions of vanishing normal and tangential velocity components 
at the boundaries of the airfoils were satisfied simultaneously, 
in an approximate sense, by the introduction at each time step 
of a chain of new vortices along the walls (i.e., discrete vortex 
sheets) with the appropriate strengths. Furthermore, a 
semiempirical boundary-layer routine (Head's method [8]) 
was introduced in order to determine the approximate location 
of the separation points. The wall vortices were only released 
downstream of these predicted separation points in order to 
enhance the accuracy of the computed large-scale structures. 
Calculations were conducted with NACA 0009 (i.e., un-
cambered) airfoils at high Reynolds numbers of the order of 
107. Various stagger angles and angles of attack were con­
sidered in infinite linear cascades with either a three-blade or 
five-blade flow period. For a given stagger angle, these com­
putations clearly demonstrated the existence of propagating 
stall for an intermediate range of angles of attack. No 
previous theoretical studies on propagating stall had so clearly 
reproduced this phenomenon (while some interesting calcula­
tions on cascades were conducted by Lewis and Porthouse [9], 
they were not able to reproduce propagating stall). 

Since this cascade of airfoils represents an idealized stage of 
a turbomachine (i.e., axial-flow compressors and fans), a bet­
ter understanding of this phenomenon from a fundamental 
fluid mechanics standpoint could be of considerable use in the 
design of such systems. This is extremely important as a result 
of the fact that propagating stall may give rise to fluid-
structure resonances which have profound destructive 
consequences. 
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|L - Free Stream Velocity 

a = Angle of Attack 

rt = Stagger Angle 

C s Chord Length 

S = Pitch 

Fig. 1 Flow in a linear cascade of airfoils 

The purpose of the present paper is to expand considerably 
on the initial calculations of Spalart [7] in order to gain more 
physical insight on this important phenomenon of prop­
agating stall. The same basic vortex method will be used in this 
study with just a few modifications (the effect of the 
boundary-layer routine will be explored in more detail and the 
geometry and periodicity of the cascade will be varied). In 
order to gain a more quantitative understanding of the physics 
of the problem, mass flow diagrams and time-filtered drag 
and lift coefficient graphs will be introduced. A detailed study 
of the effects of camber and imposed wavelength on the 
velocity of stall propagation (predictions which are of great 
technical interest) will also be conducted. Comparisons will be 
made with the results of previous computational and ex­
perimental studies along with a discussion of the prospects for 
future research. 

2 Formulation of the Physical Problem 

The problem to be considered is that of viscous incompressi­
ble flow past an infinite linear cascade of airfoils at high 
Reynolds numbers; see Fig. 1. Since the interaction of large-
scale separated flow structures with the mean flow (which are 
approximately two-dimensional) is of primary interest and the 
Reynolds numbers are extremely large, the two-dimensional 
inviscid Euler equation will be solved in the interior of the 
flow domain. In vorticity transport form, this equation is 
given by 

dco 
- + u-

du 

dx -+v • 
d(j) 

= 0 

where 

y = u(x,y,t)i + v(x,y,t)i 

dv du 

dx 

/ dv du \ 

y-dx—ev)^^^ 

(i) 

(2) 

(3) 

are, respectively, the velocity and vorticity vectors. The Euler 
equation (1) must be solved subject to the continuity equation 
which, for two-dimensional incompressible flow, takes the 
form 

du dv 
+ ^ — = 0 (4) dx dy 

This equation has the general solution 

dxfr # 
(5) 

dy dx 

where i/< is the stream function which can be determined from 
the Poisson equation 

V V = " (6) 

The vorticity co will be decomposed into a large collection of 
vortex blobs (i.e, vortices with a small bounded core) in con­
trast to the finite-difference or finite-element solutions of 
(l)-(4) where a spatial grid is constructed. For a collection of 
N vortex blobs, it follows that 

>=E uk-- 'Hk (7) 

where o>k and $k are, respectively, the vorticity and stream 
function associated with the kth vortex blob. In the simpler 
applications of the Random Vortex Method, \j/k usually takes 
the form [2] 

** = 
27TO" 

I r - r J + constant, \r-rk\<o 

(8) 

2TT 
In I r - i v Ir- .1 no­

where Tk and r^ are, respectively, the strength and position of 
the kth vortex blob and a is its bounded support (i.e., the 
radius of its small bounded core). While this formulation of 
\pk is suitable for the treatment of isolated bodies, some 
modifications are needed in order to efficiently treat an in­
finite array of bodies. The same form for \pk as proposed by 
Spalart [7] will be used. This representation is given by 

** (z- -**)] f +°2} (9) 

where ; = V - 1 and the complex variable notation z = x + iy 
is used. Here, P is the period of the array and the parameter a 
smooths out the singularity at z = Zk- For a = 0, equation (9) 
reduces to the singular form 

* * = - • In sin —• (*-**)] 
2 . - r-L P - - J i (10) 

which is the stream function induced by a periodic array of 
vortices (c.f., Lamb [10]). 

N o m e n c l a t u r e 

chord length 
drag coefficient 
lift coefficient 
time-filtered drag coefficient 
time-filtered lift coefficient 

i,j,k = unit vectors along coor­
dinate directions 
blade number 
normal and tangential 
coordinates 

N = number of vortices 
p = pressure field 

p 0 = reference surface pressure 

C 
cD 
cL 
CD m 
Cr E3 

m 
n,s 

P = period of the array 
r = position vector 

rk = position vector of the Arth 
vortex 

Re = Reynolds number 
S = pitch 
t = time 

T = time interval of the filtering 
At = time step of the 

computation 
x,y = spatial coordinates 
u,v = x,j>-components of velocity 

field v 

t/0 = free-stream velocity 
Vp = propagation velocity of stall 

z = complex variable x + iy 
a = angle of attack 
/3 = stagger angle 

Tk = strength of kth vortex 
a s= bounded support of vortex 

blobs 
i/< = stream function 
co = vorticity 

Special Notation 
V2 = Laplacian 
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(a) (b) 

(c) (d) 

Fig. 2 Streamlines for flow in a linear cascade of NACA 0012 airfoils; 
Re = 10 r, a = 30°, (3 = 45°, SIC = 1; (a) t = 28, (b) f = 32, (c) t = 
36, (d) f = 40 

The vortices are moved in time using an approximate vortex 
tracing algorithm based on the Euler equation [2]. According 
to this algorithm, the Arth vortex changes position, in some 
small time interval At, by the formula 

r N i 
rk(t + At)=rk(t)+At\ £ Vj{rk,t)+V0\ (11) 

L J = I J 

where 

v - k x v ^ (12) 

is the velocity induced by the yth vortex and U0 is the free-
stream velocity. In the limit as At, U0 — 0, equation (11) 
reduces to the form 

drk A 

j*k 

which is the well-known result (for a collection of JV vortices in 
an unbounded and otherwise stationary inviscid fluid) that a 
given vortex moves with the velocity induced by the remaining 
N— 1 vortices [6]. 

The effects of viscosity near the boundaries of the airfoils 
are simulated by the creation of a chain of new vortices (i.e., a 
discrete vortex sheet) at each time step. These vortices of 
strength Yk are created at fixed intervals along the boundaries 
of the airfoils such that they produce the correct total circula­
tion (i.e., satisfy the requirement of conservation of total vor-

ticity [12]) and satisfy the no-slip condition [11]. The latter 
condition is satisfied in a weak sense. More specifically, the in­
tegral of the normal velocity over each wall interval is made 
zero by selecting the correct vortex strengths Yk obtained by 
solving a linear system of algebraic equations whose matrix 
coefficients a^ are determined by the geometry of the cascade; 
hence, this "wall influence matrix" need only be inverted once 
[11]. Since a continuous flux of vorticity through the bound­
aries of the airfoils is maintained, it follows that the vorticity 
in the flow field is such that the sum of the velocity induced by 
it and the free-stream velocity is zero inside each airfoil-a 
result which must hold for a viscous fluid [6]. However, the 
velocity induced inside each body by the free-stream velocity 
and vorticity of the flow field is incompressible and irrota-
tional. This guarantees that the tangential component of the 
velocity at the walls of the airfoils vanishes in a similar ap­
proximate sense [11]. For the calculations to be presented in 
the next section, the no-slip condition is satisfied to within an 
error of less than 1 percent. This is extremely good considering 
that all of the computed results that will be presented in the 
next section have an uncertainty which is of the order of 10 
percent; see Spalart [7]. 

In order to more accurately predict the effects of flow 
separation, Spalart [7] allowed the vortices created at the walls 
of the airfoils to be released into the flow field downstream of 
the separation points. These separation points were predicted 
by using Head's method which is a semiempirical integral 
boundary-layer technique (c.f., Cebeci and Bradshaw [8]). 
The only parameters needed for the implementation of this 
boundary-layer routine are the Reynolds number, free-stream 
velocity, and pressure field. The latter quantity is obtained 
from the Navier-Stokes equation which, at a stationary solid 
boundary, can be written in the form [6] 

dp 1 doi 
——= (14) 

ds Re dn 

where n and s are, respectively, intrinsic coordinates normal 
and tangential to the boundaries and Re is the Reynolds 
number. Equation (14) can be integrated directly to yield the 
result 

1 fs do 
P=Po—^-\ - r — d s (15) 

Re J s0 dn 
which determines the pressure, to within an additive constant, 
directly from the vorticity. This is easily accomplished since 
the quantity - 1/Re dio/dn is the flux of vorticity through the 
boundary which is known at each time step. Furthermore, it 
should be noted that the drag and lift coefficients can be ob­
tained directly from (15) by a simple integration. Some 
criticisms can be raised about the accuracy of the boundary-
layer routine which is somewhat empirical. However, it will be 
argued in the next section that the computed results are 
relatively insensitive to its structure unless there is strong 
camber present. 

Calculations will be conducted for a Reynolds number 
(based on the free-stream velocity and airfoil chord length) of 
107. The ratio of pitch-to-chord length S/C (see Fig. 1) was 
chosen to be 1 thus giving a fairly low solidity in order to pro­
mote stall. Disturbance wavelengths of four and five blades 
were considered; one of the goals of this study was to examine 
the effect of imposing such a specified period. Calculations 
were conducted using a NACA 0012 airfoil and two cambered 
airfoils with a 10 percent thickness; one had a mild camber of 
20° whereas the other had a strong camber of 45°. In this 
manner, the effects of camber on the structure of propagating 
stall could be studied in more detail. The boundary of each 
airfoil was discretized into 100 subintervals (for the creation of 
the "discrete vortex sheets") and the motion of approximately 
1000 or 1500 vortices were tracked in time where the lower 
number corresponds to a wavelength of four blades per 
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Fig. 3 Mass flow diagram denoting position of centroid of largest 
patch of reverse flow as a function of time (NACA 0012 airfoils, Re = 
107, a = 30°, 0 = 45°, SIC = 1) 

( a ) 
2 0 . 00 

14.00 

cL 8 . 0 0 

2 . 0 0 

4 . 0 0 

1 2 . 2 5 34 . 7 3 

period. The number of vortices was kept at this approximate 
number by the same vortex merging device used by Spalart [7]. 
These calculations required 30-45 min of CPU time on a Cray 
XMP supercomputer to achieve statistically periodic flow 
characteristics for a given set of physical parameters. In order 
to accelerate the onset of this nonlinear instability of prop­
agating stall, a finite amplitude disturbance (in the form of a 
dipole) was introduced at the initial iteration. A detailed 
discussion of the numerical results obtained will be presented 
in the next section. 

3 Numerical Results 

Computations for an uncambered NACA 0012 cascade with 
a wavelength of five blades will be presented initially. In Figs. 
2(a-d), the streamlines of the computed flow are shown at 
equal time intervals for an angle of attack a = 30° and a stag­
ger angle /? = 45°. Consistent with the results obtained by 
Spalart [7] for a NACA 0009 airfoil, it is clear that a prop­
agating stall is present. The intrinsic periodicity of this flow in 
time can be seen parametrically by the introduction of the 
mass flow diagram which is shown in Fig. 3 for this case. In 
this diagram, the position y of the centroid of the largest patch 
of reverse mass flow (normalized to one by the wavelength of 
the cascade) is plotted as a function of time. From this figure, 
the propagation velocity of the stall can be calculated directly 
(these results will be discussed in more detail in the latter part 
of this section). In Figs. 4(«, b), the time filtered drag and lift 
coefficients are shown as functions of time for each of the five 
airfoils. To be more specific, the quantities 

( b ) 

CD(t)-- (16) 

1 <T 
CL(t): r CL(t + T)dr (17) 

(where CD and CL are, respectively, the drag and lift coeffi­
cients) are plotted for each blade m = 1, 2, . . . 5. ' In 
(16)-(17), the time interval 2T = 10A/: a value which is large 
compared with the time step of the computation but small 
compared with the period of the propagating stall which is of 
the order of 500A/. Hence, the high frequency Fourier com­
ponents of CD and CL are filtered out which allows us to ex­
amine more clearly the fluctuations of CD and CL in the time 
scale of the propagating stall. It is clear that in Fig. 4(a) as well 
as Fig. 4(b) the time filtered drag and lift coefficients for each 
airfoil exhibit strong periodic peaks (as a result of the effects 
of stall) with a characteristic phase lag from airfoil to airfoil. 
This constitutes the type of "waterfall diagram" that one ex­
pects to encounter in the presence of propagating stall. Prop­
agating stall was also encountered in this cascade of NACA 

20.00 

14.00 

s.oo 

2.00 

12.26 46.00 23.BO 34. 75 

t 
Fig. 4 Forces on a linear cascade of NACA 0012 airfoils, Re = 107, a 
= 30°, /3 = 45°, SIC = 1; (a) filtered lift coefficients as a function of 
time; (b) filtered drag coefficients as a function of time 

0012 airfoils (where j3 = 45°) for a band of angles of attack 
given by 27° < a < 33°. At substantially smaller angles of at­
tack, the flow is attached and at other angles of attack, the 
flow separated structures have a more chaotic structure; it is 
well known that the N vortex problem exhibits chaos for N > 
3; c.f., Aref [13]. The significance of these results will become 
clearer after examining computed results for cascades with 
cambered airfoils. 

The computed results obtained for a cascade of moderately 
cambered airfoils with a disturbance wavelength of five blades 
will now be discussed. Here, the camber is 20° and the max­
imum thickness is 10 percent for this double circular arc air­
foil. The stagger angle was fixed at 20° for simplicity. The 
computations done by Spalart [7] tended to indicate that the 
inlet flow angle a + /3 was the parameter of key importance; 
thus /3 could be held fixed and a could be varied for simplicity. 
In Figs. 5(a-d), the computed streamlines of the flow are 
shown at various times for an angle of attack a = 50°. It is 
clear that a propagating stall is present. However, it seems to 
have more of a chaotic structure in the somewhat smaller 
scales of the separated flow than that shown for the NACA 
0012 airfoil in Fig. 2. The mass flow diagram shown in Fig. 6 
has a smooth periodic structure and the time-filtered lift and 
drag coefficients, shown in Fig. 7, have the characteristic 
"waterfall" structure indicative of the presence of prop­
agating stall.2 It is interesting to note that for this cascade of 
cambered airfoils, the propagation speed is noticeably lower 
than for the noncambered case. Furthermore, the time-filtered 
lift and drag coefficients have more dramatic peaks than those 
obtained for the NACA 0012 airfoil. Hence, it would appear 

A constant of the amount 4(m- 1), for each successive blade, was added to 
the time-filtered lift and drag coefficients in order to be able to clearly filot these 
results on a single scale. 

In Fig. 7, a constant of the amount 5(m - 1), for each successive blade, was 
added to the time-filtered lift and drag coefficients in order to show these results 
on a single scale. 
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6 1 . 7 9 

Fig. 5 Streamlines for flow in a linear cascade of cambered airfoils (20° 
camber, 10 percent thickness, Re = 107, a = 50°, /S = 20°, SIC = 1); 
(a) f = 40, (b) f = 44, (c) t = 50, (d) t = 54 

Fig. 6 Mass flow diagram for a cascade of cambered airfoils (20° 
camber, 10 percent maximum thickness, Re = 107, « = 50°, /3 = 20°, 
SIC = 1) 

that this somewhat slower propagating stall has a more ex­
treme influence on the lift and drag fluctuations, and thus can 
lead to more deleterious effects in the event of structural 
resonance. 

If the same physical parameters (i.e., Re = 107, (3 = 20°, a 
= 50°) are used for a four-blade wavelength in this cascade of 
moderately cambered airfoils, decidedly different results are 
obtained. The computed streamlines of this flow are shown in 
Figs. S(a-d) at various times. A propagating stall is not present 
for this case and the flow appears to exhibit a state of chaotic 
deep stall (i.e., there are separated flow patches in every blade 
passage which seem to change randomly with time). The fact 
that the mass flow diagram shown in Fig. 9 has a somewhat 

Fig. 7 Forces on a linear cascade of cambered airfoils (20° camber, 10 
percent thickness, Re = 107, a = 50°, 0 = 20°, SIC = 1); (a) filtered lift 
coefficients as a function of time; (b) filtered drag coefficients as a func­
tion of time 

random structure is an additional indication of the lack of a 
propagating stall. Furthermore, when additional calculations 
were done for the five-blade wavelength in which the angle of 
attack was increased by a slight amount (i.e., the case where a 
= 52° instead of 50°) the propagating stall was lost. The com­
puted streamlines for this latter case are shown in Figs. 
I0(a-d) at various times. Analogous to the four-blade case for 
a = 50°, these results indicate a chaotic deep stall configura­
tion rather than the presence of a propagating stall. Similarly, 
the mass flow diagram shown in Fig. 11 has a more random 
structure indicating that a clearly delineated propagating stall 
is not present. These results have important physical conse­
quences. To be more specific, these calculations demonstrate 
that for a given geometrical cascade of airfoils and inlet flow 
angle a + /3, propagating stall will only occur for a narrow 
range of wavelengths. In physical applications where there is 
an annular array of airfoils, propagating stall can occur for a 
variety of inlet flow angles since the flow is free to adjust itself 
to a physically consistent wavelength or number of stall 
patches in the flow annulus. However, in this numerical ap­
proach, the wavelength of the flow is assumed at the outset of 
the computation through the specification of the number of 
blades per period. Hence, one would only expect to obtain 
propagating stall for a narrow range of inlet flow angles; a 
conclusion which is consistent with the calculations of Spalart 
[7] who only found propagating stall in the cascade that he 
studied for inlet flow angles that differed by 5°-10°. The 
results just presented indicate that cambering the airfoils can 
substantially reduce the range of acceptable wavelengths 
where propagating stall can occur. In Figs. \2(a-d), the com­
puted streamlines of the flow are shown at various times for 
the same cambered cascade (with a period of five blades) when 
the angle of attack a is reduced to a value of 48°. It is clear 
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Fig. 8 Streamlines for flow in a linear cascade of cambered airfoils (20° 
camber, 10 percent maximum thickness, Re = 107, a = 50°, 0 = 20°, 
SIC = 1); (a) f = 28, (b) t = 32, (c) t = 36, (d) t = 40 

Fig. 10 Streamlines for flow in a linear cascade of airfoils (20° camber, 
10 percent maximum thickness, Re = 107, a = 52°, /3 = 20°, SIC = 1); 
(a) f = 30, (b) t = 34, (c) t = 38, (d) r = 42 

0 . 0 0 

1 9 . 0 0 3 0 . 0 0 

t 

Fig. 9 Mass flow diagram for a cascade of cambered airfoils (20° 
camber, 10 percent maximum thickness, Re = 107, a = 50°, /3 = 20°, 
SIC = 1) 

Fig. 11 Mass flow diagram for a cascade of cambered airfoils (20° 
camber, 10 percent maximum thickness, Re = 107, a = 52°, /3 = 20°, 
SIC = 1) 

that no propagating stall is present; rather, the flow assumes a 
chaotic deep stall configuration somewhat similar (although 
less intense) to that which occurs when the critical angle of at­
tack for propagating stall was exceeded. At significantly lower 
angles of attack the flow is, of course, attached. The com­
puted streamlines for this cascade of airfoils with a wavelength 
of five blades is shown in Fig. 13 when a = 30° and 0 = 20°. 
Clearly, there is a fully developed attached flow. Thus, for a 
given cascade geometry, disturbance wavelength, and stagger 
angle we obtain the following computed results: Attached 
flow at lower angles of attack and a chaotic deep stall con­
figuration at larger angles of attack with an intermediate range 
of such angles where propagating stall occurs. 

Now, we will present some computed results for a cascade, 
with a period of five blades, consisting of more strongly 
cambered airfoils. To be specific, we will consider double cir­
cular arc cambered airfoils with a camber of 45 ° and a max­
imum thickness of 10 percent. The computed streamlines are 
shown in Figs. \A(a-d) at various times for a. = 52° and /3 = 
20°. The mass flow diagram for this case is shown in Fig. 15. 
A propagating stall is present for this flow configuration as 
can be seen from the mass flow diagram which assumes a 
definite periodic structure; see Fig. 15. However, the 
streamline patterns shown in Figs. 14(a-d) have a decidedly 
more chaotic substructure than those obtained for the 
moderately cambered and uncambered airfoils shown 
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Fig. 12 Streamlines for flow in a linear cascade of cambered airfoils 
(20° camber, 10 percent maximum thickness, Re = 107, a = 48°, /3 = 
20°, SIC = 1); (a) I = 28, (b) t = 32, (c) t = 36, (d) t = 40 

previously. Hence, it would appear that an increase in camber 
gives rise to propagating stalls with a much more complex 
structure. It should be noted that for slightly lower and also 
slightly higher angles of attack, this propagating stall gets 
replaced with a chaotic deep stall configuration analogous to 
what occurs in cascades with more moderately cambered air­
foils as previously discussed. However, for this more strongly 
cambered airfoil, the propagation velocity lies somewhere in 
between that which is obtained for the uncambered and 
moderately cambered cascade of airfoils. Furthermore, the 
peaks in the time-filtered drag and lift coefficients are, surpris­
ingly, not as dramatic as those obtained for the more 
moderately cambered cascade. Hence, it would appear that 
these calculations do not establish a direct or monotonic cor­
relation between the amount of camber and the speed of 
propagating stall or its physical effect on fluctuations in lift 
and drag. This point is illustrated in Table 1 where the pro­
pagation velocity of the stall VP (nondimensionlized with 
respect to the free-stream velocity U0) is tabulated for various 
amounts of camber. It should be noted that there is a range of 
such propagation velocities for each case (rather than a unique 
value) which is indicative of the fact that the least stable mode 
has not been reached. This would require that the values of a, 
/? and the disturbance wavelength be in close proximity to their 
critical values. The fact that we have not reached this least 
stable mode is clear from an inspection of the mass flow 
diagrams shown in Figs. 3, 6, and 15 which have slopes (these 
are directly tied to the propagation velocity) that vary with 
time. It is, however, encouraging to note that these computed 

Fig. 13 Fully developed attached flow in a linear cascade of airfoils 
(20° camber, 10 percent maximum thickness, Re = 107, a = 30°, /3 = 
20°, SIC = 1) 

values of the propagation velocity are in the range of those ob­
tained in previously conducted experiments. For instance, 
Montgomery and Braun [14] conducted experiments on pro­
pagating stall in a single-stage axial compressor and obtained a 
value of 

VP/U0 = 0.33 (18) 

for an inlet flow angle of 72.5". Similarly, Stenning, Seidel 
and Senoo [15] obtained a value of 

VP/U0 =0.376 (19) 

for an inlet flow angle of 70° in a cascade of NACA 0010 
airfoils. 

4 Conclusion 

A numerical simulation has been conducted on propagating 
stall in a linear cascade of airfoils using a vortex code that was 
initially developed for this problem by Spalart [7]. This vortex 
method has several unique features. The conditions of 
vanishing normal and tangential components of velocity at a 
solid boundary are simultaneously satisfied in an excellent ap­
proximate sense by the introduction of a chain of wall vortices 
(i.e., a discrete vortex sheet), of the appropriate strengths, at 
each time step. These wall vortices are only allowed to be 
released into the flow downstream of the predicted separation 
points which are obtained by a semiempirical integral 
boundary-layer routine. This is done in order to enhance the 
accuracy of the computations. Detailed computations were 
presented for a variety of cascades where the effects of camber 
and imposed wavelength were studied and an effort was made 
to parameterize the physical effects of propagating stall 
through the introduction of mass-flow and time-filtered lift 
and drag coefficient diagrams. The computed results obtained 
gave rise to a slightly different physical interpretation of this 
phenomenon than that presented earlier [7]. More specifically, 
it was found that this vortex method (for a given cascade 
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(a) (b) 

( c ) (d ) 

Fig. 14 Streamlines for flow in a linear cascade of cambered airfoils 
(45° camber, 10 percent maximum thickness, Re = 107, a = 52°, /3 = 
20°, SIC = 1); (a) f = 32, (b) t = 36, (c) f = 40, (d) t = 44 
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Fig. 15 Mass flow diagram for a cascade of cambered airfoils (45° 
camber, 10 percent maximum thickness, Re = 107, a = 52°, /3 = 20°, 
S/C = 1) 

geometry, wavelength, and stagger angle) yields attached flow 
at lower angles of attack and a chaotic deep stall configuration 
at larger angles of attack with a narrow intermediate range of 
angles where propagating stall occurs. The reason for this nar­
row range of propagating stall is tied to the fact that the period 
of the cascade (and, hence, the wavelength of the nonlinear 
disturbance) is imposed by the numerical method; thus a 
propagating stall in a particular cascade is only physically con­
sistent with a few distinct values of inlet flow angles. In real 
physical systems, propagating stall can be observed for a wider 
range of such angles since the flow field is free to adjust itself 
to the appropriate wavelength which is physically consistent 
with the other flow parameters. This represents a somewhat 
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Table 1 Variation of the propagation velocity of the stall with camber 
for a disturbance wavelength of five blades (70° < a + /3 < 75°) 

Camber 

0° 

20° 

45° 

VUo 

0 . 3 7 - 0 . 4 9 

0 . 2 7 - 0 . 4 4 

0 . 3 6 - 0 . 4 3 

more complete physical picture of the computer results obtain­
ed by this approach than that presented by Spalart [7] who on­
ly demonstrated the existence of three regimes: attached flow, 
propagating stall, and deep stall. 

One of the major goals of this preliminary study was to 
determine the effect of camber on the structure of propagating 
stall. It was found that an increase in camber yielded a more 
narrow range of acceptable angles of attack (for a given 
disturbance wavelength) wherein propagating stall occurs and 
gave rise to propagating stalls which have a much more 
chaotic substructure. No direct correlation could be establish­
ed between the amount of camber and the propagation speed 
of the stall or the intensity of its effect on the fluctuations in 
the lift and drag coefficients. However, it should be noted that 
no such correlations have been obtained in the limited ex­
perimental results that are available so it remains an open 
question as to what tie there is between these parameters. Fur­
thermore, it is encouraging that the computed results for the 
propagation speeds of the stall were in the range of those ob­
tained from previous experimental studies as demonstrated in 
Section 3. 

Future research is needed along several different directions 
in order to improve the predictive value of this vortex method 
in the description of propagating stall. Modifications in the 
computer code are needed in order to allow the wavelength of 
the disturbance to be a noninteger number of blade passages. 
In addition, it would be preferable if the wavelength of the 
disturbance could be arrived at as part of the solution as op­
posed to being required as an input parameter; this would ob­
viate the need for obtaining an "inverse solution" by the 
systematic variation of the flow parameters-a task which 
substantially raises the level of computation. A more detailed 
study along these lines, which makes use of the intrinsic 
periodicity of the velocity field when propagating stall is 
present, will be included in future work. Additional research is 
still needed to improve the performance of the boundary-layer 
routine. The results of this study tend to indicate that the 
critical computed results were only sensitive to the choice of 
the boundary-layer routine in the presence of strong camber 
which introduces increased streamwise curvature and 
boundary-layer loading. An optimization of this routine to 
deal better with the effects of strong camber is a complicated 
problem which must yield to future research. By incorporating 
such anticipated improvements along with further refinements 
in the numerical algorithm, there is an excellent prospect that 
this vortex method can provide useful information for the 
design engineer of the future. 
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Annular Cascade Testing of 
Turbine Nozzles at High Exit 
Mach Numbers 
This paper presents detailed information on the three-dimensional flow field in a 
realistic low aspect ratio, high turning nozzle vane design which incorporates end-
wall contouring and which has been tested over a range of exit Mach number from 
subsonic up to the design value at mean section of 1.15. The experimental results, in 
the form of nozzle surf ace pressure distributions as well as surveys of pressure losses 
and flow angles at exit, are compared with those calculated by a three-dimensional 
flow analysis. The effects of exit Mach number on the measured nozzle performance 
are also presented. 

Introduction 

The requirements for compact, low cost and fuel efficient 
engines for small aircraft applications generally lead to gas 
generator turbines of the single stage axial type with low 
aspect ratio blading, large pressure ratio, and high inlet 
temperature. Selection of low rotor speed for such turbines, in 
order to realize mechanical and first cost advantages, implies 
high stage loading and probable adverse effects on 
aerodynamic efficiency. The investigation described here is a 
preliminary step in a comprehensive research program involv­
ing a representative highly loaded stage. Most of the work in 
this initial phase has been undertaken on the nozzle in the 
absence of the rotor. Subsequent work will deal with the per­
formance of the complete stage. 

One of the major causes of low stage efficiency in a highly 
loaded turbine design lies in the unfavorable nozzle 
characteristics. Such a nozzle design typically incorporates 
aerofoil twist, high angles of flow turning, low aspect ratio, 
high exit Mach number and relatively large trailing-edge 
thickness to permit effective cooling. The complexity of the 
resulting flow pattern leads to uncertainty in the application of 
established analytical procedures and requires experimental 
verification of prediction techniques under realistic operating 
conditions. The present work builds on several earlier in­
vestigations. Langston, et al. [1, 2] described three-
dimensional subsonic flow in a large scale, low apsect ratio 
(1.0) planar cascade of turbine aerofoils with a turning angle 
of 70°. Biner and Romey [3] utilized an annular rather than a 
planar cascade of aspect ratio 0.56, turning angle 69°, and exit 
Mach number of 0.74. The investigations of Sieverding, et al. 
[4, 5] involved a low aspect ratio (0.6) annular nozzle of 68° 
turning angle, again at subsonic conditions. Camus, et al. [6] 
extended the exit Mach number range to 1.2 but utilized a 
planar cascade of blades with geometry similar to that of a tur­
bine rotor (121° turning, 2.1 aspect ratio). Recent work 
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reported by Haas [7] presented a comparison of analytical and 
experimental results from a relatively lightly loaded annular 
cascade operated at pressure ratios up to 2.1, and concluded 
that further work was desirable on cascades of increased 
loading. 

The present series of tests was undertaken to provide de­
tailed information on the performance of a representative an­
nular nozzle arrangement designed as part of a highly loaded 
turbine stage of total pressure ratio 3.7. Aspect ratio (based on 
mean airfoil chord) was 0.6, nominal turning angle 76° and 
design exit Mach number 1.15 at the vane mean section. 

Nozzle Design 

The stator was designed to accomplish most of the flow 
turning in the upstream portion of the flow channel. Vane 
minimum trailing-edge thickness was dictated by cooling re­
quirements of a typical engine application. Selection of 
number of aerofoils was based on a tradeoff between trailing-
edge losses and aspect ratio (secondary) losses, leading to 14 
vanes corresponding to a solidity of 1.2. Leading-edge 
diameter was compromised between stator cooling effec­
tiveness, horseshoe vortex size, and local overspeed in the 
leading-edge region. Large leading-edge ramps were employed 
which were blended with a general fillet radius of 4.6 mm. In­
let metal angle was then selected to have -10° incidence in 
order to account for induced effects at design conditions. 
Vane sections were stacked such that the trailing edge was 
straight and radial in both meridional and axial views. Vane 
geometry is shown in Fig. 1. 

Endwall contouring of turbine nozzles has been 
demonstrated in references [7-9] to offer potential for per­
formance improvement. The larger vane height at nozzle entry 
in effect permits initial turning of the flow to be accomplished 
at lower velocities than would otherwise be the case, with 
subsequent additional acceleration available to help reduce ex­
it flow nonuniformities. If endwall contouring is introduced 
only at the tip, then some local diminution of radial pressure 
gradients should be possible, with associated decrease of 
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Fig. 1 Vane sections and midspan geometric parameters 

secondary flow development [10]. Figure 2 shows a stator 
meridional view which illustrates the endwall contour used in 
the present tests. For an aspect ratio of 0.6 (or 1.25 based on 
axial chord) an inlet-to-exit height ratio of 1.18 was selected, 
slightly less than the optimum of 1.24 suggested in reference 
[11]. 

Time-marching solutions of the Euler equations (e.g., [12]) 
have been widely used in calculating the three-dimensional in-
viscid flow field in a turbomachinery passage. The main ad­
vantage of such a method is the ability to compute subsonic 
and supersonic flows with automatic capturing of shock 
waves, although it is noted that the version of the calculation 
procedure used here (based on [12]) tends to smear the discon­
tinuities associated with shock waves. 

Analysis of the nozzle design, including the contoured end-
wall, resulted in hub, mean, and tip surface Mach number 
distributions shown in Fig. 3 for the design pressure ratio con­
dition. Noteworthy is the strong diffusion on the hub suction 
surface at about 75 percent chord which might be expected to 
promote rapid boundary-layer growth and increase the 
possibility of flow separation in that region. Mach number 
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INLET TO EXIT HEfGHT 
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TRAILING 
EDGE 

!£ 
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Fig. 2 Stator meridional view 
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Fig. 3 Predicted vane surface Mach number distributions at design 

conditions 

Nomenclature 

Cp0 = local total pressure loss coeffi­
cient, Poml -Po2/ 
Pomx -Psm2 

Cp0 = circumferential mean of Cp0 

Cp0 = area weighted radial mean of 

Cx = axial chord at midspan 
Pom = mean total pressure 

Po = local total pressure 

PR = nozzle total-to-static pressure 
ratio, Poml/Psm2 

Psm = mean static pressure 
Ps = local static pressure 
q = area weighted mean of 

Po2-Ps2 
Yp = area weighted mean of 

(Pom{ ^Po2)/Pom{ 
Yq = area weighted mean of 

(Poml-Po2)/q 

a = local exit yaw angle (from 
axial) 

a = circumferential mean of a 
a = area weighted radial mean of a 

Subscripts 
1 = nozzle inlet plane 
2 = nozzle exit plane, 0.14 Cx 

from nozzle trailing edge 
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Fig. 4 Highly loaded turbine rig 

distributions at mean height and tip indicate that peak Mach 
numbers reduce with increasing radius (reflecting radially in­
creasing static pressure) and that shock-related effects should 
be correspondingly less severe. Also evident is a reduction of 
airfoil loading with increasing radius, resulting from vane 
design and stacking and also from wall contouring. 

Experimental Arrangements 

Test Details. The facility was designed to accommodate 
single turbine stages of about 53 cm o.d. with blade heights up 
to 7 Vi cm. Such dimensions are typically several times those of 
full-size small turbine engines and permit "cold" testing at 
representative Mach and Reynolds numbers, with ample space 
for comprehensive instrumentation. A sketch of the overall 
layout, which also shows instrumentation planes, is presented 
in Fig. 4. 

Air was drawn through the rig by a separate exhauster 
plant. In tests on a complete stage, the inlet air can be 
prewarmed by mixing with the output of a propane combustor 
to maintain stage exit temperature near cell ambient condi­
tions. The prewarming feature was used in the present series of 
tests on nozzles alone when ambient conditions of low 
temperature and/or high humidity would have led to freezing 
or condensation problems at nozzle exit. Inlet temperatures in 
these tests were limited to about 35°C. 

During the preliminary tests described here, the rotor was 
replaced by a dummy ring of diameter equal to that of the 
rotor blade hub platform. It is noted that small steps were pre­
sent in outer and inner walls, corresponding to actual design 
practice associated with cooling requirements. For these tests, 
conducted in the absence of a rotor, it was necessary to throt­
tle the inlet slightly to permit the exhauster to operate within 
its power limitations. The plenum pressure was generally 
about 0.75 bar. Mass flow at design pressure ratio was 4.1 
kg/s, corresponding to a mean inlet Mach number of 0.1. 
Vane Reynolds number based on mean chord and inlet condi­
tions was about 1.8 x 106, and near 9 x 106 based on exit 
conditions. 

Instrumentation. Instrumentation was designed to explore 
gas angles and pressures under steady-state conditions. Mass 
flow was measured by a calibrated bellmouth at entry to the 
mixing tank. Plenum conditions (plane "0") were sensed by 

16 partially shielded thermocouples equispaced around the cir­
cumference and by four static pressure tappings. In view of 
the very low air velocities involved, the measurements were 
assumed to represent inlet stagnation conditions. 

Nozzle inlet conditions (plane "1") were defined from the 
average of readings from three static pressure tappings at both 
hub and tip, and could be explored in more detail by radial 
traverses at three locations each circumferentially midway be­
tween adjacent vane leading edges at the tip surface. Two noz­
zle blades were equipped with a row of static pressure tappings 
at midheight, one covering the suction and the other the 
pressure surface. A further row of static pressure tappings 
midway between blades on hub and tip endwalls completed in­
strumentation on the four surfaces of one nozzle passage. 

The test facility, designed for investigation of a complete 
stage, permitted radial and circumferential traversing at 
nominal nozzle and rotor exit planes (Fig. 4), the actual 
traverse positions being, respectively, 8.5 mm and 84.5 mm 
axially downstream of the nozzle trailing edge (corres­
ponding to 0.14 and 1.43 nozzle axial mean chords). Traverses 
were performed using a 4.8-mm-dia wedge probe. (Some 
limited additional traverse work was carried out using a cobra 
probe with a thinner, lozenge-shaped stem, which permitted 
possible probe blockage effects to be investigated. The 
similarity of total pressure losses recorded with both probes 
suggests that probe blockage was not a major factor in the 
results.) Approach of the probe to the hub was limited by con­
tact with the wall when the total pressure port was 4.8 mm 
from the surface. Considerable care was taken to ensure ade­
quate sealing of the traverse slots, and final checks were made 
with smoke to ensure no detectable leaks were present. 

The probe was operated under computer control, being 
automatically nulled for flow direction at each preselected 
point before total temperature and pressure data were record­
ed. For each circumferential position, data were secured at 12 
radial immersions of the probe. A total of 11 circumferential 
increments, equispaced across a nozzle exit, was required to 
complete the mapping for each test condition. Experiments 
were conducted at three nominal pressure ratios ranging from 
subsonic to supersonic exit conditions. 

No attempt was made to derive local static pressure from 
probe readings in the complex high Mach number flow field of 
wakes and secondary flows. Analysis indicated a near linear 
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Fig. 6 Nozzle endwall Mach number distributions (PR = 1.4) 

mean static pressure gradient from hub to tip could be ex­
pected, and accordingly linear interpolation from measured 
wall static pressures at the measurement planes was adopted in 
calculations of local Mach numbers, without regard for local 
circumferential variations from blade to blade or variations in 
wakes and secondary flows. Nozzle exit wall static pressures 
were averaged from blade to blade at hub and tip by using cir­
cumferential slits which extended over two nozzle exit 
passages and which connected to relatively large volume sub­
surface chambers in which the static pressures were measured. 

Traverse positional accuracy is estimated as ±0.5 mm 
radially and ±2 mm circumferentially. Accuracy in yaw was a 
function of the flow conditions, more difficulty being ex­
perienced in nulling the probe in regions of unsteadiness 
associated with blade wakes and strong secondary flows. 
Although probe calibrations were repeatable to within ±0.2°, 
repeatability in the more difficult exit flow regions was no bet-
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Fig. 8 Nozzle endwall Mach number distributions (PR = 2.3) 

ter than ±2°. It is noted, however, that the circumferentially 
averaged values of yaw angle were generally repeatable to 
within ±0.8°. 

Accuracy of surface pressures is estimated at ±0.01 of total 
pressure. Values of Cp0 are considered accurate to within 
± .01 in areas of relatively low total pressure loss. Some prac­
tical confirmation of this is provided by examination of data 
from the areas of the nozzle exit plane indicating a nominal 
zero loss. The two independently measured pressures (Poml 
and the probe total pressure corrected for normal shock loss 
when appropriate) agreed closely in these locations. Errors in­
troduced by nulling the traverse probe in regions of large 
pressure gradients, and the fact that pitch angle error on probe 
total pressure measurement was neglected, were expected to 
cause additional uncertainties in a small proportion of the 
readings. Overall averages are affected by these errors and by 
the difficulties of interpolation when averaging discrete values 
in rapidly changing total pressure gradients, such as blade 
wakes. 
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Fig. 9 Surface flow visualization of shock position on suction surface
(PR", 2.3)
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Fig. 10 Radial distribution of clrcumferentially averaged total pressure
loss at plane 2

low supersonic Mach numbers the shock wave from the trail­
ing edge of the adjacent vane impinges on the uncovered suc­
tion surface farther upstream than is the case at higher Mach
numbers when the shock is more oblique. Although the
shock/boundary-layer interaction is a function of shock
strength it may well be that the greater development distance
of the disturbed boundary layer and the angle of the impinging
shock wave play a significant role in determining the
magnitude of the observed loss coefficients. Sonic conditions
could also be expected to occur first in the free-stream near the
hub suction surface where local static pressures are lowest,
leading to maximum shock strength in that region under given
conditions. As nozzle pressure ratio is increased to the design
value, the shock/boundary-layer interaction region on the suc­
tion surface would extend farther toward the tip, leading to
greater radial extent of the higher loss region.

Total Pressure Loss Contours at Plane 2. Further informa­
tion can be gleaned from consideration of the individual total
pressure loss measurements which are presented as contours of
loss coefficients, CPo, in Fig. 11. As noted earlier,
measurements were taken over a circumferential distance cor-

Experimental Results
Inlet Conditions. Inlet turbulence level at midannulus

height was assessed using a constant temperature hot-wire
probe mounted at the inlet traverse location. The measured
longitudinal intensity of 1.7 percent was independent of test
Mach number and is probably low by actual turbine inlet stan­
dards. Increase of turbulence level by grids or screens was not
attempted as it was felt that turbulence decay rates would be
large, introducing additional uncertainties into experimental
conditions.

Inlet traverses were conducted at the three circumferential
positions using a cobra probe to permit total pressure and
angularity readings to be obtained nearer to the hub wall.
Typical inlet velocity profiles were seen to be essentially flat
with thin boundary layers, particularly at the hub wall.
Boundary-layer thicknesses in terms of annulus height are
estimated as 2 percent at hub and 9 percent at tip. Measured
flow angularity was less than 10° from axial and was clearly
affected by nearby vane leading edges which were not radial
(in either circumferential or meridional planes) and whose
proximity was therefore a function of probe immersion.

Surface Mach Number Distributions. Measured static
pressures along the vane surfaces at midspan and midway be­
tween vanes on both endwalls were converted isentropically to
Mach number using the measured upstream stagnation
pressure. The results are compared with analytical predictions
based on the three-dimensional version of [12] in Figs. 5-8 at
area weighted mean exit Mach numbers of 0.65 (nominal
pressure ratio 1.4) and 1.04 (nominal pressure ratio 2.3).

Examination of the low Mach number data in Figs. 5 and 6
shows fairly good agreement between analysis and experi­
ment, although it is apparent from Fig. 6 that extreme values
of local pressure gradients on the walls are underpredicted. In
particular, the measured adverse pressure gradient
downstream of the throat on the hub endwall is more signifi­
cant than the analysis suggests.

Figures 7 and 8, representing high exit Mach number condi­
tions, display remarkable agreement between measurement

calculations, the only real differences arising in regions of
decelerating supersonic flow just downstream of the throat,
indicative of the impingement of an oblique shock wave
emamitirlg from the trailing edge of the adjacent vane. The
sm1earing of the discontinuity by the calculation method has
been noted earlier. Confirmation of the presence of the shock
wave was provided by surface flow visualization (Fig. 9) which
showed excellent agreement with the implications of the
measured pressure distributions at midspan and on the
endwall.

The calculation method required introduction of ap­
propriate cusps at the relatively blunt vane leading and trailing
edges to prevent the occurrence of a grid discontinuity at these
locations. The soundness of the cusp modeling technique was
confirmed by the generally good agreement between measured
and predicted shock systems, although it is noted that leading­
edge stagnation points are not predicted.

Radial Distribution of Losses at Plane 2. As mentioned
earlier, traversing was conducted at 11 circumferential posi­
tions spanning one vane pitch. Circumferential area averaging
of total pressure losses at each radial immersion led to the
mean radial distributions presented in Fig. 10 for the three
nozzle pressure ratios.

At all three test conditions, the hub wall has higher overall
loss coefficients than the tip region, arising from increased
boundary-layer growth in the adverse pressure gradient
downstream of the throat as well as radial migration of vane
surface boundary layers. It is interesting to note that near the
hub the loss coefficients do not rise monotonically with in­
creasing pressure ratio, the largest values being observed at the
intermediate condition. This may stem from the fact that at
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Fig. 11 Total pressure loss contours at plane 2 

responding to one vane pitch. For clarity of presentation the 
pattern of measurements has been partially repeated to cover 
more than a single pitch and to show the repetitive wake ef­
fect. Essentially radial regions of loss corresponding to vane 
wakes are evident in the Figures, the magnitude and extent of 
the loss contours clearly increasing with pressure ratio. The 
shock/boundary-layer interaction at intermediate pressure 
ratio at the hub/suction surface intersection (referred to 
earlier) is clearly seen as a thickening of the loss region on the 
hub surface in Fig. 11(b). It is evident from Fig. 11(c) that at 
design pressure ratio the near-hub loss region has become 
somewhat smaller in radial extent, although more intense, as 
mentioned in the discussion of Fig. 10. 

Radial Distribution of Exit Flow Angle at Plane 2. Radial 
distributions of flow angle at plane 2 are presented in Fig. 12. 
The low pressure ratio results clearly demonstrate the classical 
secondary flow pattern, with overturning near the endwalls 
and underturning in the passage center. (Oil flow visualization 
confirmed more extreme local overturning of the flow on the 
hub and tip endwalls.) The measured angle distribution shows 
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Fig. 12 Radial distribution of circumferentially averaged exit flow 
angle at plane 2 

the region of flow overturning to be more extensive near the 
vane tip than near the hub, probably reflecting the thicker in­
let tip boundary layer. 

Increasing pressure ratio from the low to the intermediate 
value decreases the overall flow turning across the span and 
produces a marked change near the hub where the vortex ac­
tion is significantly increased. This action near the hub is con­
sistent with the modifications to the total pressure loss 
distribution presented earlier, and appears to be a manifesta­
tion of increased secondary flow in that growing low energy 
region associated with the shock/boundary-layer interaction. 
Further increase in pressure ratio drives the secondary vortex 
center closer to the hub wall as the high loss region diminishes 
in extent, and also reduces turning near the tip as the shock 
system continues to spread radially along the span. It appears 
from the present observations that the circumferentially 
averaged values of flow angle are consistent with the in­
ferences from the total pressure measurements. 

Comparison With Analysis - Plane 2. Comparison of the 
circumferentially averaged flow angle distributions with the 
predictions of the analytical method is afforded by Fig. 13. 
The mean flow angle agreement at low pressure ratio is ex­
cellent when viscous (secondary flow) effects at both endwalls 
are neglected. With increasing pressure ratio some discrepancy 
in level becomes evident, although radial trends outside the 
endwall regions are well reproduced. Bearing in mind the 
limitations of the inviscid calculation method and the ex­
perimental uncertainties, the extent of the agreement is 
encouraging. 

For completeness experimentally derived radial distribu­
tions of Mach number are compared with predictions in Fig. 
14. Local values of Mach number, calculated from measured 
total pressure and static pressure interpolated from mean wall 
values, have been averaged circumferentially over one vane 
pitch. Again, the general agreement away from wall boundary 
layers is good. 

Assessment of Overall Performance. Area weighted averag­
ing of the mean radial distributions of total pressure loss coef­
ficients and flow angles measured at plane 2 (Figs. 10 and 12) 
permitted overall performance to be assessed for the three 
values of nozzle pressure ratio. As a point of interest an at­
tempt was made to use mass flow weighted averaging, but 
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Fig. 13 Radial distribution of circumferentially averaged exit flow 
angle at plane 2 (comparison with analysis) 
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Table 1 

1.4 1.9 2.3 Design 
ean Exit Mach No. 
h (deg) 
Yp 

Cp0 
Yq 

t/i 

a ° 
3 2 

0.67 
76.2 
0.039 
0.129 
0.150 

0.89 
73.5 
0.075 
0.161 
0.195 

1.05 
72.7 
0.096 
0.168 
0.204 

Total loss, Yq 
Profile loss 
Secondary loss 
Trailing-edge loss 

[13] 
[13] 
[13] 
[13] 

0.159 
0.035 
0.083 
0.041 

0.167 
0.035 
0.083 
0.049 

0.168 
0.049 
0.083 
0.054 

Fig. 14 Radial distribution of circumferentially averaged exit Mach 
number at plane 2 (comparison with analysis) 

check calculations against measured mass flow were un­
satisfactory. Accuracy of mass flow weighting in flows such as 
these requires use of appropriate local values of static 
pressure, rather than overall mean interpolated values, and 
knowledge of local flow angles assumes considerable impor­
tance (1 ° error in a flow angle of 76° incurs a 7 percent error in 
mass flow). 

Values of the overall measured performance parameters are 
summarized in Table 1, which also shows the values of Yq 
calculated for the nozzle using the method of Kacker and 
Okapuu [13]. The calculated values do not include transonic 
shock/boundary-layer interactions, and significantly under-
predict the losses in these conditions. The general level at 
lower and higher exit Mach numbers is in fair agreement with 
the measurements. 

It is noted that the present results apply to an isolated an­
nular nozzle cascade, i.e., nozzles without a downstream 
rotor. Although Boletis and Sivereding [5] found essentially 
no effect of a downstream rotor on nozzle performance, their 
tests were conducted under incompressible flow conditions. 
The Highly Loaded Turbine facility is therefore currently be­
ing used to investigate possible rotor interaction effects at 
realistic nozzle exit Mach numbers. Initial results suggest that 
the nozzle hub separation stemming from shock/boundary-
layer interaction can be significantly reduced by the rotor, the 
extent of the modification depending on the rotor design and 
operating conditions. Further tests are in progress to elucidate 
this effect and will be reported in [14]. 

Conclusion 

Experimental data have been presented on the aerodynamic 
performance of a full annular cascade of highly loaded turbine 
nozzles incorporating a contoured endwall, tested over a range 
of pressure ratio (inlet total to mean exit static) from 1.4 to 
2.3. These results have been compared with analytical predic­
tions of an inviscid flow calculation procedure due to Denton 
[12]. 

Good agreement was obtained between measured data and 
calculation in terms of nozzle surface static pressure distribu­
tions, from which it was possible to predict a potential 
problem area at the hub/suction surface intersection. 

Three-dimensionality of the flow was observed to increase 
with the onset of transonic conditions in the nozzle when a 
sharp rise in total pressure loss at the hub was observed. Im­
plications of the changes in distribution of total pressure loss 
with increasing nozzle pressure ratio were correlated with 
observed modifications in radial distribution of exit flow 
angle. Trends in radial distribution of exit flow angle were 
reasonably well reproduced by the calculation procedure in 
midspan regions less susceptible to viscous effects. 

Overall nozzle performance parameters in terms of area-
weighted mean flow angle and mean total pressure losses (nor­
malized in three standard fashions) have been presented for 
the test range of nozzle pressure ratio and suggest the largest 
changes are experienced under transonic conditions. 
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The results have demonstrated the ability of an inviscid flow 
calculation procedure to achieve remarkably close predictions 
of the surface Mach number distributions in a transonic low 
aspect ratio nozzle of complex geometry. The exit flow field 
from such nozzles is, however, strongly influenced by viscous 
effects as evidenced by the comparison of measured and 
predicted radial distributions of flow angle. 

Work is currently in hand to assess the effects on nozzle per­
formance of a downstream rotor. Preliminary data indicate 
that the hub separation found in the present tests under tran­
sonic and supersonic flow conditions may be significantly 
reduced by the presence of an operating rotor. 
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Development of Axisymmetric 
Laminar to Turbulent Free Jets 
From Initially Parabolic Profiles 
Experiments were carried out on air in air axisymmetric free jets having parabolic 
profiles at the nozzle exit. The range of Reynolds numbers investigated was from 
2342 to 11,000 and transition from laminar to turbulent flow was observed. The 
development of the laminar mean velocity profiles agrees well with that predicted 
from solution of the continuity and momentum equations using an explicit finite-
difference technique of the Dufort-Frankel type. Some observations are made of the 
transition from laminar to turbulent flow using hot-wire turbulence measurements, 
and an empirical equation for the location of the transition is given. 

Introduction 

Axisymmetric free jets have been studied extensively over a 
period of many years and from many perspectives. Visual 
observations made by A. J. Reynolds [1] and others, show 
many different types of flow phenomena which depend 
primarily on the jet Reynolds number based on the nozzle 
diameter and mean velocity. At high Reynolds numbers, jets 
are fully turbulent starting from the nozzle exit and are 
classified as turbulent jets. At lower Reynolds numbers, jets 
flow for some distance from the nozzle in a laminar state 
before developing a sinuous turbulent motion. The onset of 
turbulence takes place over a range of distances from the noz­
zle which vary from moment to moment, with the time 
average location of the transition moving downstream as the 
Reynolds number is decreased; these jets are classified here as 
laminar to turbulent. At lower Reynolds numbers, the 
breakdown of the laminar motion takes place at increasing 
distances from the nozzle with the formation of a variety of 
large regular patterns the character of which also depend on 
the Reynolds number. At still lower Reynolds numbers, free 
jets appear to remain laminar for considerable distances from 
the nozzle. 

The present experiments on laminar to turbulent jets were 
carried out on air in air free jets for Reynolds numbers in the 
range 2342 to 11,000. The jets originated from a nozzle with a 
rounded entrance followed by a long straight tube which pro­
duced parabolic velocity profiles at the nozzle exit. 

In the study of laminar to turbulent jets it would be conve­
nient if existing calculation methods for laminar jets could be 
applied to the developing laminar portion of the flow. The 
classical method of treating laminar jets by Schlichting [2] and 
by Andrae and Tsein [3] and others is to assume that a laminar 
jet originates from a point source and that the jet has self-
preserving profiles, i.e., remain similar in the downstream 
direction. For the jets presently studied, these assumptions are 
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not valid since the initial velocity profiles are finite and 
parabolic and the similarity of profiles is not maintained. 

The calculation method used here for the laminar portion of 
the jet is to solve the continuity and the momentum equations 
using a numerical finite difference method of the Dufort-
Frankel type, starting from a parabolic velocity profile. 
However, the method is general in that an arbitrary axisym­
metric profile may be used. 

The experimental results presented are for jets having 
Reynolds numbers 2342 to 11,000. For the laminar portion of 
the jets these results are complementary to those of Du Plessis, 
et al. [4] for laminar jets with Reynolds numbers between 168 
and 290; also developing from initially parabolic profiles. The 
numerical method used by the authors is considered to be 
easier to apply than the method used by Du Plessis, et al. [4]. 

Laminar Flow Equations 

For steady, incompressible, axisymmetric laminar flow, the 
governing equations are as follows: 

The Continuity Equation 

d(ur) 

dx 

The Momentum Equation 

du 
u —— 

du 
- + v —--— = -

3(w) 
dr 

v d 

= 0 (1) 

(--£-) (2) 
du 

dx " dr r dr V dr 

In the momentum equation, it is assumed that there is no 
pressure gradient and that the boundary-layer approximations 
apply. The kinematic viscosity, v, is assumed constant, A: is the 
axial distance measured from the exit plane of the nozzle, r is 
the radial distance measured from the longitudinal centerline 
of the jet and u and v are the longitudinal and radial velocity 
components, respectively. The appropriate boundary condi­
tions are 

du 

~dr 
(x,0) = 0, v(x,0) = 0, lim u(x,r)=0 (3) 
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Fig. 1 Details of the settling chamber and nozzle 
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Fig. 2 Jet velocity profiles 

In addition the initial parabolic distribution of the axial veloci­
ty, M, is 

(4) M ( 0 , r ) = £ / 0 ( l — ^ - ) 

where Ug is the centerline velocity at x = 0 and R is the inner 
radius of the nozzle at the exit. 

Calculation Technique 

An explicit finite-difference technique of the Dufort-
Frankel type was used to solve equations (1) and (2) with 
boundary conditions (3) and (4). This method was originally 
developed for turbulent jets; the finite-difference equations 
and calculation procedures are given in reference [5] and are 
not repeated in this paper. Calculations for the laminar por­
tions of the jets were carried out using the same equations and 
procedures but neglecting the turbulent diffusivity terms. 

Experimental Facilities 

Air from the laboratory supply was passed through filters, 
pressure regulator, needle valve and flowmeter before entering 
the settling chamber, the details of which are shown in Fig. 1. 
Air in the settling chamber passed through two screens, a set 
of flow straighteners of 6.35 mm hexagonal honeycomb and a 
third screen before entering the nozzle which was carefully 
constructed using a smooth bellmouth entrance followed by a 
tube of diameter 6.35 mm and length 736.5 mm, giving an l/d 
ratio of 116 which was considered sufficient to establish a 
developed parabolic laminar profile at the exit. 

The probing mechanism allowed the jet to be traversed in 
the radial direction using a vernier with a micrometer gauge 
capable of measuring within 0.025 mm. The mounting was 
such that the probe could be rotated 90° about the jet axis so 

that the axial symmetry of the jet could be investigated. The 
probing mechanism also allowed measurements to be taken at 
any location in the longitudinal direction of the jet with a 
precision of 0.25 mm. 

The longitudinal turbulence intensities and the mean veloci­
ty in the jet were measured using a DISA constant temperature 
hot-wire anemometer (Type 55A01). Although the 
anemometer contained its own rms meter and d-c voltmeter, 
greater accuracy was obtained by using a Bruel and Kjaer rms 
voltmeter (Type 2417) with an accuracy of 1 percent full-scale 
deflection, and a Hewlett-Packard digital voltmeter (Model 
3340A) with an estimated accuracy of ±0.5 percent of the 
reading of the bridge d-c voltage. A DISA probe (Type 55A25) 
was used with a 5/i platinum-plated tungsten normal wire, ap­
proximately 1 mm long. 

The hot wire was calibrated by locating the wire and a pitot 
tube side by side in a uniform velocity region of a variable 
speed wind tunnel and obtaining simultaneous readings of 
bridge voltage and velocity in steps. The pitot tube was con­
nected to a Lambrecht inclined tube manometer, which in turn 
was calibrated using a Merian micromanometer having a 
precision of 0.025 mm. The velocity was varied in steps over 
the range of velocities encountered in the jet flows. The hot­
wire equation was of the form, E=A +Buc where E is the 
bridge d-c voltage and u is the stream velocity. The constants 
A, B, and C were obtained by curve fitting using the least rms 
deviation and varying C between 0.4 and 0.55. 

Tests 

Tests were carried out under steady-state conditions for 
Reynolds numbers in the range 2342 to 11,000 with the 
Reynolds number based on the inside diameter, d, and the 
mean velocity at the nozzle exit. Measurement, sufficient to 
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Fig. 3 Turbulence intensity profiles 

determine time-averaged velocity profiles up to x/d =24, were 
made for Reynolds numbers 2342 and 3050, also at Reynolds 
number 3050 longitudinal turbulence intensity profiles were 
measured up to x/d =28. For Reynolds numbers 3920 to 
11,000, time-averaged velocities and turbulence intensities 
were measured only along the jet longitudinal centerline. 

Discussion of Results 

It can be seen in Fig. 2, for Re = 2342, that the experimental 
velocity profile at the exit of the nozzle, x/d = 0, is close to the 
parabolic velocity profile associated with fully developed 
laminar flow in a circular tube. Although not shown, similar 
agreement with parabolic profiles were obtained for Reynolds 
numbers 2342 and 3820. In ordinary pipe flow, the transition 
to turbulent flow takes place at Reynolds numbers close to 
2300. The existence of laminar flow at the high Reynolds 
numbers of the present experiments can be largely attributed 
to the settling chamber with its flow straighteners, fine mesh 
screens and high reduction ratio nozzle. Additional features 
which probably influenced the flow were the care taken in 
finishing the nozzle, mounting of the settling chamber to 
reduce vibrations and location of the apparatus in a low noise 
area. 

The experimental velocity profiles obtained at increasing 
distances from the exit of the nozzle are compared with the 
results of the finite-difference solution for Reynolds number 
2342 in Fig. 2. A parabolic profile was used to start the finite-
difference calculations. The agreement of the experimental 
and theoretical results are satisfactory at sections x/d = 4, 12 
and 20. It was observed during the experiment that the flow 
became turbulent near x/d = 20. The slight disagreement 
shown at x/d =20 may be attributed to the initiation of tur­
bulence near this location. 

For the jets, the transition from laminar to turbulent flow 
takes place at some distance downstream from the nozzle. 
This can be seen more clearly by observing the turbulence in­
tensity, 2/U0, at increasing distances downstream as 
shown in Fig. 3 for Reynolds number 3050. Here vw' 2 is the 
rms longitudinal fluctuating velocity and U0 is the centerline 
velocity at the nozzle exit. At x/d of 8 and 12 the measured 
values of the turbulence intensities are less than 2 percent. At 
x/d= 16 peaks of intensity of magnitude near 4 percent exit in 
the region r/d near 0.5 which is in the region of high shear. 
Comparison of the intensity at x/d of 16, 18 and 22 show a 
gradual spread of turbulence from the high-intensity high-
shear region. The maximum turbulence intensity of over 10 
percent occurs at x/d =22 on the jet centerline. Since produc­
tion of turbulence by mean flow takes place in the high-shear 
region, the existence of the maximum at the centerline can On-
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x/d 

Fig. 4 Intensity of turbulence along the jet centerline 
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Fig. 5 Centerline mean velocity distribution 

ly be attributed to large-scale mixing across the jet. Although 
the tests were run under steady-state conditions the turbulence 
in the region of x/d= 16 as indicated by the hot-wire signals 
was observed to be intermittent. 

The turbulence intensity along the centerline of the jet is 
shown in Fig. 4. For each Reynolds number, the turbulence in 
the jet increases rapidly, reaches a maximum value and then 
decreases. The locations x/d of the maximum values decreases 
as the Reynolds number is increased; for Reynolds numbers 
2342, 3050, 3820, and 5000, the peaks were near x/d, 25, 23, 
19, and 16, respectively. Using the turbulence intensity along 
the centerline from Fig. 4, the location of the transition from 
laminar to turbulent flow was taken as the x/d corresponding 
to rapid rise in the 2 /U0 -values. 

Figure 5 shows the centerline axial velocities, uc, in the jets 
for the four Reynolds numbers. Near the nozzle, the centerline 
velocity decreases only slightly with distance from the nozzle 
and in an approximately linear manner. Further downstream a 
location is reached where the centerline velocity decreases 
rapidly and this location as measured by x/d decreases with in-
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Fig. 6 Downstream distance of the transition from laminar to turbulent 
flow for different Re 

creasing Reynolds number. The decrease in velocity is caused 
by the transition from laminar to turbulent flow with high 
transfer of momentum in the turbulent flow. The location of 
the change in slope of the centerline velocity may be used to in­
dicate the transition from laminar to turbulent flow if tur­
bulence intensity measurements are not available. 

It is obvious from Figs. 4 and 5 that the transition from 
laminar to turbulent flow depends on the Reynolds number. 
For the jets investigated here the transition lengths versus 
Reynolds numbers are plotted in Fig. 6 and show good agree­
ment with the empirical formula, L/d=0.00185 Re + 22.33. 
To obtain Fig. 6, experiments were extended to cover a Re 
range up to 11,000, with turbulence intensities measured along 
the jet centerline. 

It should be noted that the Reynolds number is only one of 
the variables influencing the transition from laminar to tur­
bulent flow. A second variable is the small disturbances that 
exist even in the laminar flow as it issues from the nozzle. The 
magnitude and characteristics of these small disturbances will 
depend on the design of the settling chamber and the vibra­
tions transmitted to the settling chamber and nozzle through 
connections and supports. One measure of these small distur­
bances in the laminar flow is the longitudinal intensity, 

2/U0, which in the present experiments measured approx­
imately 1.5 percent on the centerline near the nozzle exit. 
Another variable which is known to influence the transition 
from laminar to turbulent flow in jets is small disturbances ex­
isting in the ambient fluid. These disturbances may be caused 
by noise or convection currents. In these experiments, 
although much care was taken, convection currents caused by 
movement of the operator, etc., most likely existed. The am­

bient noise level in the location of the experiments was approx­
imately 70 db and no effort made to reduce this level. The em­
pirical equation for transition to turbulence given here may 
not apply if small disturbances in the jet and ambient fluid are 
different from those which existed in the present experiments. 

Summary and Conclusions 
1 All the experimental jets, Reynolds numbers 2342 to 

11,000, were originally laminar with profiles close to parabolic 
at the nozzle exit. Transition from laminar to turbulent flow 
occurred as the jets moved downstream. 

2 The development of the laminar jet flow, from 
parabolic profile, can be predicted by solving the continuity 
and momentum equations using an explicit finite-different 
technique of the Durfort-Frankel type. This method could be 
used for axisymmetric jets with arbitrary initial profiles; 
however, only parabolic initial profiles have been treated here. 

3 The initiation of turbulence in jets takes place in the 
region of high velocity gradient which corresponds to high tur­
bulence production. In a short distance downstream, the max­
imum longitudinal turbulence intensity is near the jet 
centerline although the velocity gradient and expected produc­
tion of turbulence at this location is close to zero. 

4 Turbulence measurements along the centerline of the jet 
show that transition from laminar to turbulent flow takes 
place at a distance from the nozzle which bears the following 
linear relationship to the Reynolds number: L/d= 0.00185 
Re + 22.33. This equation is not expected to apply if small 
disturbances in the jet and in the ambient fluid are very dif­
ferent from those existing in the present experiments. 
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Laminarization and Reversion to 
Turbulence of Low Reynolds 
Number Flow Through a 
Converging to Constant Area Duot 
Airflow in fully developed turbulent state between two parallel plates was ac­
celerated through a linearly converging section, and then it flowed into a parallel-
plate channel again. The Reynolds number 2hum /c was 10,000 and the acceleration 
parameter K in the accelerating section was 8xl0~6, Fluctuations of streamwise 
velocity as well as time-mean velocity profiles were measured at ten traversing sta­
tions located along the test channel by a hot-wire anemometer. It was found that the 
flow, partly laminarized in the accelerating section, continued to laminarize in the 
first part of the downstream parallel-plate section and then the reversion to tur­
bulence occurred in the way similar to the case of natural transition in a pipe, where 
the transition proceeds through a regime of the so-called turbulent slug flow. 

Introduction 

The laminarization of turbulent gas flow subjected to strong 
heating is of primary importance in the thermal design of a 
high-temperature gas-cooled nuclear reactor. In this connec­
tion, probable reversion to turbulence of a partly laminarized 
flow in a downstream section where heating rate is moderated 
is of interest from theoretical as well as practical viewpoints. It 
is generally admitted that the main cause of the laminarization 
in a heated pipe is an acceleration of the mean flow velocity [1, 
2]. In the experiment reported in the previous paper [3], in 
order to investigate the laminarization and the subsequent 
reversion to turbulence essentially under a constant property 
condition, a fully developed turbulent flow between two 
parallel plates was first accelerated through a passage be­
tween two converging flat plates, and then the flow was led in­
to a second parallel-plate section. Here it should be noted that 
the Reynolds number defined by 2hum/v (h is the height of the 
channel, um the mean flow velocity and v the kinematic 
viscosity) becomes constant along the channel irrespective of a 
change in the channel height h since hum is constant. In 
reference [3], the variation of the local heat-transfer coeffi­
cient along this parallel-converging-parallel plate system was 
measured by imposing a very small heating rate. The obtained 
results were compared with the predictions from the two-
equation models of turbulence. The k-kL model by Kawamura 
[4] reproduced the experimental results acceptably well. This 
paper presents the results of measurements of the flow struc­
ture made subsequently to the previous report [3] using a hot­
wire anemometer in the channel with the same geometry as 
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that used in [3]. As a result, it revealed an unexpected mode of 
reversion to turbulence of a partly laminarized flow, which 
was concealed behind the superficial agreement between the 
experimental and theoretical heat-transfer coefficients. 

Experiment 

The test channel is shown in Fig. 1. It was made of acrylic 
resin. The width of the channel was 150 mm, and its total 
length was 2800 mm. The height of the channel over the first 
1200-mm length was kept constant at h0= 15±0.1 mm so that 
the flow attained the fully developed turbulent state in this 
first parallel-plate section. In the succeeding section of /=200 
mm in length, the channel height was converged linearly from 
h0 to hi =7 ±0.1 mm. So the gradient of the upper plate in this 
accelerating section was j3 = (/z0 — h{)/l= 8/200. In the last 
1400-mm section, the channel height was again kept constant 
at hy. The streamwise distance x was defined to be measured 
from the inlet of this second parallel-plate section. 

Room air was sucked into the channel through an air filter 
by the turboblower which was placed near the outlet end of the 
duct system. The airflow rate was measured by means of an 
orifice located after the test channel and a manometer. The 
Reynolds number was defined on the assumption of two-
dimensional flow as 

Re = 2hu,„/v (1) 

In the linearly converging section, the condition of continuity, 
hum = const., results in a constant value of the acceleration 
parameter K 

du,„ 2/3 
K=- (2) 

um* dx Re 

In the present experiment, the Reynolds number was set con-
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Fig. 1 Test section (height-to-length ratio is magnified by five times); 
ten traversing stations, S1, S2, • • •, and S10, are, respectively, located at 
x= -290 , - 2 0 , 50, 100, 150, 200, 300, 400, 500 and 650 mm 

stant at 10,000. Then tf= 2 X (8/200)/10,000= 8 X 10~6. This 
value exceeded the upper bound of Kc = 3x 10"6 for a tur­
bulent flow to be maintained [3]. 

Fluctuations of streamwise velocity component as well as 
time-mean velocity profiles were measured at ten traversing 
stations shown in Fig. 1. Boundary-layer type hot-wire probes 
were used together with the KANOMAX 7000 anemometer 
system. A sensing element was a tungsten wire of 5 jim in 
diameter and 1-mm long. The output signal from the 
anemometer was once stored by the TEAC R-210A magnetic 
tape recorder, and then processed by the MELCOM 70/30C 
computer system. Sampling rate of the analog-to-digital con­
verter was 10 kHz. 

Uncertainty estimations other than that of the hot-wire 
anemometry are given in the previous paper [3]. Prior to a 
one-day experiment the hot-wire probe was calibrated to a 
standard Pitot tube in a small wind tunnel at 8 velocities 
chosen in the range below 20 m/s. The corresponding outputs 
from the linearizer could be fitted to a straight line with an er­
ror of less than 2 percent. Each channel traverse started from 
the midplane of the channel and ended at the wall. Upon com­
pletion of every traverse, the probe was returned to the 
midplane and the anemometer output was checked. The drift 
of a sensor through any single traverse was within 2 percent. 
At the end of the one-day experiment the hot-wire probe was 
calibrated again. The drift of a sensor through any day was 
not greater than 5 percent. The mean characteristics of the two 
calibrations were used in processing the data of that day. The 
overall uncertainty in measuring the mean streamwise velocity 
component was 5.4 percent (odds of 20 to 1). 

Since the channel wall was of a low thermal conductivity, 
thermal effect of the wall on a hot-wire sensor was considered 
to be small [5], but the measured mean velocity apparently 
deviated from u+ =y + in the region y+ < 3 . Effects of im­
perfect spatial resolution due to a finite probe size on tur­
bulent measurement [6] will be discussed later in the relevant 
section. 

The absolute distance of the sensor from the wall was deter­
mined by virtue of the specially designed device for mounting 
a probe, which was capable of determining the initial position 
of the probe with an accuracy of 0.02 mm. The wall location 
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Fig. 2 Mean velocity profiles 

determined in this way agreed with that obtained by the linear 
extrapolation to zero of the velocity distribution near the wall 
with an error of less than 0.05 mm. 

Results and Discussions 

Figure 2 shows the measured mean velocity profiles plotted 
in the form of u+ ( = uNrw/p) against y + ( =yylrw/p/v). 
Here, the shear stress at the wall, rw, was determined from the 
velocity gradient near the wall. The velocity distribution 
measured at the station near the end of the first parallel-plate 
section (x= - 290 mm) is somewhat higher than the "univer­
sal" velocity profile in the log-region. Some authors [7, 8] 
have reported that in the case of pipe flow, the mean velocity 
distribution deviated upward from the universal profile when 
the Reynolds number was decreased to a few times the critical 
Reynolds number. Further, the critical Reynolds number for 
the channel flow is said to be appreciably higher than that for 
the pipe flow even if the Reynolds number is defined by equa­
tion (1) [9]. These observations seem to explain the tendency 
of the foregoing deviation. 

At the measuring station near the end of the accelerating 
section (x= - 2 0 mm), the mean velocity overshoots the 
universal profile near the wall and then shows a flat distribu­
tion in the core region, as has been well established by 
previous investigations [10-13]. 

After the flow enters the second parallel-plate section, the 
near-wall region where the velocity almost follows u+ =y + 

grows thicker up to x = 200 mm. Henceforward, the velocity 
distribution gradually reverts to the turbulent profile. The 
reversion is almost completed at A-=500 mm. 

N o m e n c l a t u r e 

Cj- = friction coefficient, 
2rw/(pum

2) u,„ = 
E = power spectral density u' = 
f = frequency 
h = channel height u+ = 
K = acceleration parameter, 

(y/um
2)(dum/dx) x = 

/ = length of the accelerating 
section 

Nu = Nusselt number, 2ah/\ y = 
Re = Reynolds number, 2hum/v y+ = 

t = time 
u = streamwise velocity component a = 

cross-sectional mean velocity 
fluctuating streamwise velocity 
component 
dimensionless velocity, 
uNrw/p 
streamwise distance from the 
inlet of the second parallel-
plate section 
distance from the wall 
dimensionless distance, 
y^T„/p/f 
heat-transfer coefficient 

/3 = gradient of roof plate in the ac­
celerating section, (/!0-/z,)// 

X = thermal conductivity of the 
fluid 

v = kinematic viscosity 
p = density of the fluid 

TW = shear stress at the wall 
= time mean 

Subscripts 

0 = first parallel-plate section 
1 = second parallel-plate section 
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Figure 3 
streamwise velocity fluctuations, 
square of the mean velocity at 
I u,„ (x) 

shows the distributions_of the variance of the 
u'2, normalized by the 
each traversing station, 

2. The distance from the wall y in the abscissa is nor­
malized by the local channel height h (x). Here we employed 

coordinates in Fig. 3 instead_of ^ W r ^ / p versus y+ 

because the absolute change of u'2 along the second parallel-
plate section can be perceived directly from Fig. 3 since u,„ is 
constant in the second parallel-plate section while V^Tp is 
not. 

It must be noted that the fully developed turbulent-flow 
distributions in the first and the second parallel-plate sections 
should merge into a single curve in the coordinate system of 
Fig. 3. In Fig. 3, however, the distribution at * = 650 mm is 
somewhat lower than that at x = - 2 9 0 mm. This is at­
tributable to the effects of imperfect spatial resolution due to a 
finite size of a hot-wire sensor. Johansson and Alfredsson [6] 
have shown that the maximum of ~^u'2/^Tw/p decreases from 
about 2.9 for an ideally small probe to 2.1 for a probe with a 
length of 100 viscous length units (VNTJP). In the present ex­
periment, the sensing element length of 1.0 mm is equivalent 
to 20 and 41 viscous units for the conditions at x= - 290 mm 
and_at x=650 mm, respectively. And, when replotted in 

of VVr^Tp versus y+ coordinates, the maximum 
' 1/-frJ~p distribution measured at x = - 290 mm occurs at 

around y+ = 13 and amounts to 2.9, while that at x = 650 mm 
occurs at the same y+ and amounts to 2.6. Thus the rate of 
decrease in the maximum of ^u'2/^Tw/p agrees with that ex­
pected from [6]. Though the maximum values obtained here 
are a little higher than those given in [6], Blackwelder and 
Haritonidis [14] claimed that the maximum of ^u'2/\fr„/p 
attained 3.0 for a sensor with its length smaller than 20 viscous 
units. 

The mean flow velocity in the second parallel-plate section, 
uml, as well as that at x = - 2 0 mm, are approximately twice 
the value in the first parallel-plate section, um0. Then it can be 
seen from Fig. 3 that the relative intensity of the streamwise 
velocity fluctuations, ^u^2/um, decreases through the ac­
celerating section indeed, but that the absolute strength of 
fluctuations, ^u^2, remains approximately unchanged except 
for the core region. This will be confirmed by comparison of 
the instantaneous velocity signals, in the following section. 

In the first part of the second parallel-plate section, the 
velocity fluctuations begin gradually to increase in the region 
remote from the wall. Here it is noted as to the scaling of the 
distance from the wall that y/h = 0A corresponds'to y+ =30 
for the fully developed turbulent condition that is almost at­

tained at x= - 290 mm and at x = 650 mm. From x = 200 mm, 
the level of velocity fluctuations starts a sharp increase in the 
whole cross section. It overshoots, and then tends gradually 
to, the fully developed turbulent profile. 

Figure 4(a) shows instantaneous velocity signals obtained at 
six traversing stations by setting the hot-wire sensor at the 
midplane of the channel (y/h = 0.5) in common with the six 
stations. The velocity fluctuation u' in the ordinate is nor­
malized by the mean velocity at each traversing station, um (x), 
and time t in the abscissa is nondimensionalized by the time 
scale h(x)/um(x). In this coordinate system, the velocity 
signal of the fully developed turbulent flow in the second 
parallel-plate section will show the same pattern as that in the 
first parallel-plate section. Similarly, Figs. 4(b, c) show veloci­
ty signals obtained at the same six stations by setting the sen­
sor at y+ = 30 and at y+ = 10, respectively. Figures 5(a-c) are 
power spectra E of the velocity fluctuations shown in Figs. 
4(a-c), respectively. These spectra are again nondimen­
sionalized by the local parameters, h(x) and um (x), so that in­
tegration of each profile results in u' 2/u,„2. 

At the bottom of each part of Fig. 4, in order to make it 
easier to compare the signals at the inlet and at the outlet of 
the accelerating section, the signal at x= - 2 0 mm is non­
dimensionalized and replotted by using the parameters at 
x= -290 mm, i.e., h0 and um0. Though pointed out earlier 
regarding Fig. 3, it is revealed more clearly from comparison 
between the top and bottom traces in Fig. 4(b) (also in Fig. 
4(c)) that the velocity fluctuations near the wall (typically at 
y+ =30) keep both amplitude and frequency characteristics 
almost unchanged through the accelerating section. This is 
reconfirmed from Figs. 5(b, c) by the fact that the profile 
representing x = - 20 mm is obtained by parallel displacement 
of the profile showing x= - 290 mm in the direction of the fre­
quency axis by the amount of - l o g 4, since (h/um)x=^2a/ 
(h0/um0)=l/4 and hum = constant. 

In the following discussion, we may refer to a frequency as 
"high" or "low" according to whether its value is over or 
below, say, 0.2um(x)/h(x). This boundary value is chosen 
because, in the core region of the fully developed turbulent 
flow [see x= - 290 mm in Fig. 5(a)], the energy-containing ed­
dies turn out to fall within a frequency band a little higher 
than this value, having sizes of roughly h and moving at 
velocities of approximately um. Further, it has been suggested 
by several investigators [15] that the bursting frequency fb in 
turbulent boundary layers or in pipe and channel flows scales 
with the outer flow variables and is correlated approximately 
byfb5/ual=0.2, where 5 is the boundary-layer thickness, the 
pipe radius or the half channel width and u„ is the free-stream 
or the centerline velocity; although the controversy has not yet 
been settled whether the bursting frequency should scale with 
the outer flow variables or with the wall layer variables [14]. 
Then fbb/um= 0.2 may be transformed to fbh/um =0.5. In 
fact this frequency seems to have considerable contribution to 
u'2 near the wall; see x = - 290 mm in Figs. 5(b, c). In the end, 
it may be concluded that the frequency structures of the essen­
tially turbulent flow in the present channel, irrespective of the 
position of a detector, should fall within the high frequency 
range. 

At the station near the outlet end of the accelerating section, 
when measured with the local time scale (/*/«,„)*=-20. the 
velocity fluctuations are, of course, considerably elongated as 
compared with the developed turbulent flow; see the second 
trace in each part of Fig. 4. In the first part up to x= 100 mm 
of the second parallel-plate section, fluctuation components 
with high frequencies are damped, whereas fluctuations with 
considerably low frequencies of about 0.0'iuml/hl become 
conspicuous particularly at y+ =30; see Fig. 4(b) and Fig. 
5(b). At this y position, the power spectral density corre­
sponding to the low frequencies has attained its highest level 
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Fig. 4 Instantaneous velocity signals at six traversing stations obtained by setting the sensor 

already at x= 100 mm, while at y/h = 0.5 as well as at y+ = 10 
its increase is delayed, with its maximum reached at x=300 
mm (see Fig. 5). Thus the low-frequency fluctuations are con­
sidered to originate in the neighborhood of y+ = 30. At x= 200 
mm, large positive spikes of an order of u' Ium = 0.4 appear in 
the region close to the wall; and also in the core region spiky 
patters come out but here they are with negative signs and of 
an order of u'/um= - 0 . 2 ; see Figs. 4(a, c). Until the flow 

comes up to * = 300 mm, the spikes increase in number. They 
are not distributed uniformly but make groups. The mean 
period f between neighboring groups of spikes corresponds 
approximately to that of the low-frequency fluctuations in­
itially observed at y+ =30 a n d x = 100 mm, i.e., T=30h/um. 

At this juncture, we become aware that the flow structure at 
x= 300 mm resembles the intermittently turbulent flow which 
was observed in previous experiments on transition to tur-
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Fig. 5(a) At the midplane of the channel 

disturbed inlets, transition occurred as a result of instabilities 
in the boundary layer. This type of transition gave rise to tur­
bulent slugs which occupied the entire cross section of the 
pipe, and they grew in length as they proceeded downstream. 
The structure of the flow in the interior of a slug was identical 
to that in a fully developed turbulent pipe flow. 

(if) At 2000 % Re ̂  2700, when a large disturbance was in­
troduced into the inlet, mixed laminar and turbulent flows 
were observed far downstream. In this flow condition, the tur­
bulent regions were referred to as puffs. Puffs were considered 
to represent an incomplete relaminarization process. 

Direct comparison of the present experiment with [17] 
should be refrained, since not a pipe but a channel was used in 
the present experiment. We are, however, strongly tempted to 
consider the highly disturbed parts seen at x=300 mm in the 
present experiment as turbulent slugs suggested in [17], even 
though the length of the individual disturbed regions is fairly 
short as compared with that of slugs reported in [17] and their 
spanwise extent is still unknown. In fact, the present Reynolds 
number is thought to be too high for puffs to occur. The 
disturbed regions are apparently growing in length 
downstream, until the whole flow field is filled with distur­
bances at x = 650 mm; see Fig. 4. Further, the velocity signals 
in the disturbed region are almost the same as that of the fully 
developed turbulent flow; see Fig. 4. In Fig. 5, in proportion 
to the increase in the fraction of the disturbed region, power 
spectrum in the high frequency region begins to increase from 
x = 200 mm at every y position and it eventually comes near 
the fully developed profile. At the same time, the difference 
between the regional-mean velocity profile in the disturbed 
parts and that in the nondisturbed parts (in the first approx­
imation, the difference between the fully developed turbulent 
and the laminar profiles) causes the velocity fluctuations with 
the low frequencies to be amplified, both in the region next to 
thejwall and in the core region; see Figs. 5(a, c). The overshoot 
of u'2/um

2 at JC=300 mm, mentioned previously regarding 
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Fig. 5 Power spectra of the velocity fluctuations measured at six traversing stations by setting the sensor 
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Fig. 3, proves to be attributed to this amplification of the low-
frequency fluctuations. 

Figure 6 shows the variation with the streamwise distance of 
the friction coefficient, c / = 2r lv/(p«,„2), measured in the 
present experiment and also that of the experimental Nusselt 
number replotted from the previous paper [3]. The Nusselt 
number is defined by Nu = 2a(x)h(x)/\, where a is the heat-
transfer coefficient and X is the thermal conductivity of the 
fluid. Solid lines in the same figure are the predictions from 
the k-kL model of turbulence by Kawamura [4]. As far as the 
comparison between experiment and theory was restricted 
within the scope of the change in heat-transfer coefficient, the 
predictability of the theory seemed fairly satisfactory [3]. At 
the present juncture, however, we cannot but judge that the 
agreement in heat-transfer coefficient was only superficial. 
Turbulence models of this kind are thought not to expect such 
a large intermittency as revealed in the present experiment but 
to assume more uniform reversion of turbulence intensity. 
Further, it is noted in Fig. 6 that, in experiment, the friction 
coefficient recovers more gradually than the Nusselt number 
whereas the theory predicts the restoration of the friction coef­
ficient faster than the Nusselt number. As a result there exists 
a considerable difference between the experimental and 
theoretical friction coefficients. 

Conclusion 

Even if velocity fluctuations are substantially preserved, 
once relaminarization destroys the so-called coherent structure 
in the wall-bounded turbulent flow which is considered to play 
an important role in producing the Reynolds stress, the rever­

sion to turbulence seems to trace almost the whole stages, 
though shortened, of the natural transition from laminar to 
turbulent flow. The reversion in due course gives rise to inter­
mittently turbulent flow, whose streamwise interval amounted 
to about 30 times the channel height in the present experimen­
tal conditions. In such cases, application of turbulence models 
to this kind of flow should be made carefully. 
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Acoustically Induced Enhancement 
of Widening and Fluctuation 
Intensity in a Two-Dimensional 
Turbulent Jet 
The enhancement of widening rate and turbulence intensity in a turbulent plane jet, 
due to an acoustic disturbance are considered. Detailed data at a representative 
Strouhal number suggest a well organized symmetric structural array in the initial 
region of the flow. These highly organized flow structures act as efficient agents in 
the transport of energy to the fine-grained turbulence, leading to greater diffusivity, 
enhanced turbulence and an increase in widening. The data also suggest significant 
differences in the underlying structure of the natural and excited jet flows, hence 
putting in jeopardy any generalization of coherent motions especially excited to 
facilitate their study. 

Introduction 

Acoustic excitation of jet flows may lead to a premature 
transition [1-7] as well as an enhancement of spread and in­
crease of turbulence intensity levels [8-17]. With the gradual 
recognition of the importance of large-scale coherent struc­
tures in free shear flow dynamics (see earlier contributions in 
[18-20]) acoustic excitation has often been applied to remove 
phase jitter and organize the structures so as to facilitate their 
study. (Examples are [21-26].) Conclusions concerning the 
dynamical behavior of coherent structures in the excited flow 
are often generalized to the corresponding natural flow. 

The work now reported extends [17]. There, through cor­
relations and energy spectra, restructuring in the initial region 
due to the acoustic forcing was documented. Extraordinary 
high widening rates and turbulence intensities were obtainable 
for excitation over a specific range of frequencies. Data sug­
gested the corresponding structures were vertical and arranged 
symmetrically with respect to the centerline. Strong acoust­
ically induced effects were also noted in the similarity region, 
and the inference was that these were related to those in the in­
itial region. The earlier work is extended while addressing two 
fundamental questions: 1) What is the mechanism responsible 
for the enhanced widening and fluctuation intensities? 2) 
What role do the coherent structures play and how are the jet 
structural patterns influenced by the excitation? 

Experimental Apparatus 

The measurements to be reported were all obtained in a two-
dimensional jet flowfield with an aspect ratio of 48 and an exit 
Reynolds number of 6000. The flowfield is shown 
schematically in Fig. 1. The near exit nozzle boundary layers 
were laminar with a momentum thickness of 86 ^m (for 
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Fig. 1 Schematic of experimental apparatus 

ReD = 6000), while the turbulence at the nozzle exit had an in­
tensity lower than 0.2 percent. 

The entire flowfield was placed in a large cubic anechoic 
chamber with dimensions of 12 ft (3.7 m) on a side, completely 
isolating the flow from laboratory noise and room drafts. 

Pure tone excitation was supplied by a beat frequency 
oscillator, an audio amplifier, and an acoustic driver and horn 
assembly. The acoustic wavelengths employed in this study 
were much greater than the nozzle width " D " . Hence to good 
approximation the acoustic traveling waves propagating at 
right angles to the mean flow may be considered to form a 
symmetric pressure perturbation on the initial flow. Further­
more, frequencies that were used for excitation were well away 
from those producing resonant modes in the test section of 
plenum. Reflection of acoustic waves back into the flow-field 
was avoided by performing all experiments within the confines 
of the fiberglass wedge lined walls of the anechoic chamber. 

All the experimental results to be reported were obtained at 
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Fig. 2 Excited and natural jet widening (uncertainty in widening rate is 
in the order of 3.5 percent) 

a sound pressure level of 105 dB SPL re 20 /xN/m2. This cor­
responds to an excitation pressure fluctuation that is about 3.5 
percent of the jet mean exit dynamic pressure. Experiments 
were performed to determine the effect of excitation 
amplitude on developing longitudinal velocity fluctuations. 
The results of these tests are presented in [27] and show that 
the excitation amplitude used in this study was close to that 
giving maximum effects on the flow field. Levels as low as 70 
dB re 20 jiN/m2 were tested and showed their ability to excite 
the same basic modes as the higher levels, and hence give 
credence to the generality of the trends to be reported. 

Basic Effect of the Excitation 

An initial survey of the response of the planar jet to sym­
metric acoustic forcing over a wide frequency range is given in 
[17]. A range of excitation frequencies producing widening 
rate enhancement of up to 50 percent over no sound levels ac­
companied by corresponding increases in fluctuation inten­
sities was found. This excitation range was, in terms of 
Strouhal number (based on excitation frequency, slot width, 
and exit velocity), roughly 0.25 to 0.50. In this study an excita­
tion Strouhal number of Stfl = 0.35 (fe = 850 Hz) was selected 
as representative of this "sensitive" range and detailed 
measurements were made for this excitation condition. In the 
results to follow, the Stfl = 0.35 excitation condition will be 
referred to as the "excited jet ." "Natural jet" will be the term 
adopted to refer to the unexcited case. 

The widening of the developing natural and excited jet are 
compared in Fig. 2. The streamwise fluctuation intensities (on 
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Fig. 3(a) Excited and natural jet centerline longitudinal fluctuation in­
tensity variation with x/D (uncertainty in the order of 4 percent) 
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Fig. 3(b) Excited and natural jet shear layer longitudinal fluctuation in­
tensity variation with x/D (uncertainty in the order of 4 percent) 

both the centerline and at y/b =1.0) are presented in Figs. 3(a) 
and 3(b). 

The acoustic disturbance leads to substantial increase in tur­
bulence intensities and widening rates. As one would expect, 
the initial growth rate of velocity fluctuations is most notable 
in the shear layer. 

The lateral profiles of longitudinal fluctuation intensity are 
compared at selected x/D stations in Figs. 4(a) through 4(c). 
The natural jet profiles show the gradual formation of the 
characteristic saddle-shaped profile observed by a number of 
researchers (for example [28]) while the development of the in­
tensity profiles for the excited jet are quite different. In par­
ticular, the profiles at x/D~3.5 and 5.0 suggest the presence 

Nomenclature 

b = jet half width (lateral loca­
tion where U= UM/2) 

D = nozzle width 
/ = frequency, Hz 

fc = correlation function fre­
quency, defined by equation 
(3) 

fe = excitation frequency, Hz 
fp = peak or passage frequency 
A/ = bandwidth, Hz 

u = longitudinal fluctuating 
velocity component 

x = longitudinal coordinates 
measured from the nozzle 
exit 

y = lateral coordinates measured 
from the centerline 

z = vertical coordinates, 
measured from the midplane 

Re^, = Reynolds number based on 
exit nozzle width and 
velocity 

RU(T) = correlation function defined 
by equation (2) 

RF = randomization factor, de­
fined by equation (1) 

S(f) = longitudinal velocity fluc­
tuation energy spectrum 

StD = 
U = 

U0 = 

uM = 

A = 

Strouhal Number =fD/ U0 

local mean velocity 
nozzle exit velocity 
local centerline mean 
velocity 
time delay 
phase angle, defined by 
equation (4) 
integral macroscales (based 
on numerical integration to 
the point where the correla­
tion reaches 0) 
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Fig. 4(a) Excited and natural jet longitudinal fluctuation intensity pro­
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.32 

Q 

X/D = 5.0 

• Natural Jet (StD = 0.0) 

A Excited Jet (StD=Q35) 

0 0.5 2.0 2.5 

Fig. 4(b) 
files at x/D 

1.0 1.5 
y/b(f.) 

Excited and natural jet longitudinal fluctuation intensity pro-
= 5.0 (uncertainty in the order of 4 percent) 

of a fundamentally different underlying flow structure. Far­
ther downstream the profiles indicate that the elevated fluc­
tuation intensities already noted on the centerline and shear 
layer exist across the entire jet. 

Development of Structural Patterns in the Excited Jet 

Structural patterns based upon measurements of spectral 
evolution, characteristic wavelength, phase angles and two-
dimensionality of velocity fluctuations are seen as 
characteristics of the large-scale flow development and are 
now presented. 

A) Spectral Measurements. Energy spectra of the 
longitudinal velocity fluctuations were measured on both the 
jet centerline and on the shear layer (y/b(fe)= 1.0) at several 
x/D stations (1 <x/D<40). 
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Fig. 4(c) Excited and natural jet longitudinal fluctuation intensity pro­
files at x/D = 15.0 (uncertainty in the order of 4 percent) 
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Fig. 5 Excited jet shear layer spectrum at x/D> 
is of 2.4 Hz; ordinate scale is arbitrary) 
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The ability of the excitation to organize the initial flow is 
apparent from Fig. 5 which shows the jet shear layer power 
spectrum as obtained at x/D = 1. This is essentially a line spec­
trum with over 80 percent of the fluctuation energy contained 
in the spike at the excitation frequency fe = 850 Hz. 
Characteristics associated with the nonlinear interaction be­
tween velocity fluctuations (see [29]-[32]), such as subhar-
monic and harmonic formation are already apparent. It 
should be noted that the harmonics are at a much lower 
amplitude than the fundamental; the logarithmic ordinate 
used in presenting the spectrum visually overemphasizes the 
amplitude of these modes. The excited and natural jet shear 
layer spectra obtained at x/D = 2 are compared in Fig. 6. The 
excited jet spectrum at this location demonstrates the con­
tinued growth of all modes, especially the subharmonic 
/ e / 2 = 425 Hz which exhibits the largest increase in amplitude. 
It is important to note the suppression of the naturally occurr­
ing modes by the dominant acoustically induced modes which 
is clearly evident in this figure. The suppression of spectral 
modes due to the presence of a larger amplitude acoustically 
induced mode has also been noted in the plane wake [31]. The 
suppression was found most effective when the frequency dif-
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ference between the dominant and suppressed mode was small 
but the amplitude disparity large. 

Figure 7(a), which is derived from the shear layer spectral 
measurements, conveniently summarizes the primary features 
of the excited jet spectral evolution. This plot shows the varia­
tion with downstream distance of mean square amplitudes of 
velocity fluctuations contained in a 15 Hz bandwidth centered 
on each of the frequencies fe, fe/2, and fe/A. The subhar­
monic mode is dominant by x/D = 3 and the fundamental is 
noted to undergo decay. The rapid decay of the primary mode 
fe indicates that the coupling of the acoustic field and 
flowfield occurs in the nascent shear layers near the nozzle exit 
(as was suggested in [9]). The rapid formation of the subhar­
monic modes simultaneous with the decay of their respective 
fundamentals is striking. This sequential formation of first 
and second subharmonics occurs over a relatively short spatial 
distance - essentially 6 nozzle widths (corresponding to less 
than 4 original model wavelengths). 

The second subharmonic mode continues to remain domi­
nant over a range of subsequent downstream stations but 
ceases its growth at x/D = 9 and by x/D = 10 it begins to decay. 
The spectra demonstrate the increased randomization of the 
shear layer fluctuations associated with the demise of the line 
spectrum. This degree of randomization may be quantified by 
considering the ratio of energy in the continuous spectrum to 
that in the total spectrum. Hence a randomization factor RF, 
is defined as 

RF=\ 
Si 

V, + A//2) 

' J(/;-4/y2) 
S(f)df 

(1) 

S(f)df 

where S(f) is the longitudinal velocity fluctuation spectrum 
and bandwidth A/= 15 Hz. With this definition, RF= 1 cor­
responds to a broadband spectrum while RF=0 indicates a 
line spectrum. Figure 1(b) presents RF derived from the shear 
layer spectra as a function of x/D. Note that initially nearly all 
of the energy is contained in discrete modes. An increase in the 
randomization occurs between x/D = 4 and 5. Figure 7(a) sug­
gests that this is associated with the production of the second 
subharmonic mode (i.e., a pairing event). Once this mode has 
formed, the value of RF stabilizes with nearly 80 percent of 
the fluctuation energy still associated with discrete modes. The 
largest increase in randomization is associated with the decay 
of the/ e /4 mode. Increases in shear layer fluctuation intensity 
noted in Figs. 3(a) and 3(b) are apparently associated with this 
modal breakdown. The value of RF is noted to approach 1 
near x/D = 20. 
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The basic trends discussed above for the shear layer spectra 
are similar to those for the centerline spectra except for a more 
gradual decay of the /e /2 mode with subsequent development 
of the second subharmonic. This difference is indicative of the 
fact that the subharmonic formation originates in the shear 
layer. 

The longitudinal velocity fluctuation spectra for the 
StD = 0.35 excitation condition have been shown to be initially 
discrete, and then to undergo a rather sudden breakdown to 
become continuous with increasing stream wise distance. 
Smoothed broadband shear layer spectra for the excited and 
natural jet taken at x/D = 20 are compared in Fig. 8. The 
natural jet spectrum is characterized by a maximum amplitude 
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at peak frequency fp which has been shown in [33] to be in­
dicative of the passage of a self-preserving large-scale struc­
tural array past the fixed probe. This characteristic peak or 
passage frequency is absent in the excited jet spectra which 
decrease continuously from large to small scales. It would ap­
pear then that application of excitation has modified the tran­
sition of the jet in such a manner that similar structures have 
not yet formed or the structural passage frequency is not ap­
parent due to the elevated background turbulence level. 

B) Correlation Results. In order to gain insight into the 
frequency and phase development of structural patterns in the 
excited jet, use was made of space-time correlation 
measurements. Here consideration will be given to a lateral 
correlation function given by, 

i?„(r) = lim 1 u(x,-b,z,t)u(x, + b,z,t + T)dt 
r-oo Jo 

(2) 

The two probes are positioned at the same streamwise loca­
tions but are laterally separated a distance of 2b(fe) (i.e., 
y- ±b(fe)). One unique feature of these correlation functions 
as they occur in the natural jet, is their exhibition of a decay­
ing pseudo oscillatory component. This was first noted in [34] 
and explained in [33, 35], 

It is expected that correlation function oscillations are 
related to the passage of large-scale structures past the probe 
pair [33, 36] (The probe separation /\y = 2b(fe) is large com­
pared to the length scales of fine-grained turbulence). A cor­
relation function frequency based upon time delay AT,- be­
tween successive maxima is defined as, 

/ , 
A T , , 

2>, 
N 

(3) 

where TV is the number of time-delay intervals considered. 
The lateral space-time correlation measurements also pro­

vide the phase relationship between fluctuations on the op­
posite sides of the jet. The phase angle 4> between the fluctua­
tions may be obtained from the time lag AT^, between zero 
time-delay and the first correlation function maximum. That 
is, 

2 T A T 0 

AT„VO 

= 2TT/CAT, (4) 

The lateral correlation functions obtained for the excited jet 
are periodic over a significant streamwise distance. The cor­
relation function frequencies resulting from measurements in 
the excited jet are shown in nondimensional form in Fig. 9(a). 
Corresponding phase data are presented in Fig. 9(b). The in­
itial correlation frequency is equal to the excitation frequency 
and is halved at x/D = 3, which coincides with the location of 
dominance of the first subharmonic mode in the spectral 
measurements (see also [17]). There is a sudden shift in phase 
angle associated with the formation of this mode, after which 
the fluctuations return to an in-phase arrangement. A second 

halving occurs by x/D = 4 which leads to the presence of the 
second subharmonic which becomes the dominant dynamic 
feature of the developing jet and its presence may be traced to 
x/D =16. The phase data indicate zero phase angle in this 
region, suggesting the presence of organized flow structures 
arranged symmetrically with respect to the jet centerline. This 
is in marked contrast to measurements in natural two-
dimensional jets which show the dominance of anti-symmetric 
structural patterns beyond the jet potential core ([17], 
[33J-I38]). 

The dominance of the symmetric arrangement noticed in the 
excited jet is gradually lost over the region \2<x/D< 16. The 
correlation function frequency is reduced to one-quarter its 
previous value and there is a gradual shift in phase angle to 
0 — 7r, indicating the onset of an anti-symmetric arrangement 
as is seen in the natural flow [33]. 

C) Two-Dimensionality. In order to quantify the extent 
of two-dimensionality, the integral macroscales Az and Â . 
(corresponding to the vertical and longitudinal correlation, 
respectively) were determined by numerically integrating 
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Table 1 Measured A, and A_ macroscales 

x/D KWe) A.JD WW.) KJD A7/Av 

\n.z/ Ajr/excited 

(^z^x) natural 

4 
8 

12 
20 

* 
4.00 
0.49 
0.35 

* 
3.26 
0.60 
0.86 

0.56 
0.95 
1.07 
0.88 

0.38 
0.78 
1.31 
2.15 

* 
4.21 
0.46 
0.40 

* 
7.52 
1.48 
0.85 

'Vertical macroscale not defined for this case, 
(uncertainty in the order of 5 percent) 
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measured correlation coefficients. The ratio hz/hx may be ex­
pected to provide an indication of the extent of the z-directed 
two-dimensionality exhibited by flow structures. 

The excited jet exhibits very strong two-dimensionality in­
itially. As Table 1 indicates, the vertical macroscale cannot be 
defined at x/D = 4 since the correlation coefficient remains at 
elevated values even for large Az probe separations. This sug­
gests that at x/D = 4, the structures possess a length scale in 
the z-direction that is on the same order of magnitude as the 
flow-field confining plate separation (about 70 b(fj). The 
enhanced two-dimensionality, though reduced at x/D = 8, is 
still apparent. By x/D= 12 the two-dimensionality of the flow 
is greatly reduced, as the vertical macroscale becomes similar 
in magnitude to that of the natural jet. This is likely to be 
related to the breakdown of the second subharmonic mode 
noted earlier. The longitudinal macroscales for downstream 
stations of 4, 8, and 12 are each noted to be similar to those 
corresponding to the unexcited jet. The longitudinal 
macroscale at x/D = 20 is significantly larger than that occurr­
ing for the natural jet, however, while the vertical scale ap­
pears only slightly larger. The ratio A.VA.,. at this location is 
then somewhat lower than that occurring naturally and in­
dicates a lack of any strong two-dimensionality. 

Discussion and Conclusions 

Spectral as well as correlation measurements indicate that 
the excitation produces strong organizational effects in the in­
itial flow. Nonlinear behavior is already present at x/D= 1 as 
measurements indicate the early formation of symmetrically 
distributed, highly organized flow structures in the initial jet 
shear layers. Naturally occurring disturbance modes are sup­
pressed by the presence of the dominant coherent mode at the 
excitation frequency fe. This is critically important in main­
taining the organization of the developing flow. Nonlinear in­
teractions between organized fluctuations all related to the 
periodic excitation can then only produce other periodic com­
ponents (harmonics, subharmonics, sum and difference 
modes, etc.) thus sustaining the initial organization imposed 
upon the flow. 

A subharmonic mode which is present at small amplitude 
even at x/D = 1 grows rapidly and becomes dominant by 
x/D = 3. Associated with the formation of this mode at 
/ e / 2 = 425 Hz ( S t ^ 0.177) is the simultaneous and complete 
decay of the fluctuating component at the excitation frequen­
cy. The rapid loss of this mode indicates that the acoustic 
field-flow field coupling occurs very near the nozzle exit. 
Almost immediately after reaching maximum amplitude, the 
subharmonic mode/ e /2 begins to decay, leading to the forma­
tion of a second subharmonic mode at fe/4. This process is 
complete by x/D = 5. The lateral correlation measurements in­
dicate that the resulting second subharmonic mode is also 
symmetrically distributed with respect to the jet centerline. 
Also, correlation measurements between z separated probes 
indicate the fluctuations in this region of the flow are highly 
two-dimensional exhibiting nearly complete homogeneity in 
the z-direction. 

Correlation and spectral measurements suggest then that the 
result of the pairing event/events induced by this specific 
disturbance frequency is an ordered array of initially sym­
metrically distributed flow structures, possessing a remarkable 
degree of two-dimensionality in the direction of mean flow 
homogeneity. This symmetric structural arrangement is 
remarkably stable and propagates to x/D— 12, well beyond 
the position of establishment of an anti-symmetric structure in 
natural planar jet flows [33]. Spectral measurements show that 
due to the continued dominance of this organized structure in 
the jet, establishment of turbulent flow conditions is much 
delayed. Nonlinear interaction between fluctuations occurs 
primarily among periodic modes and serves to produce only 

other organized modes resulting in a delay in turbulence tran­
sition. The elevated fluctuation intensities noted in Fig. 3(a) to 
occur over the range 4<x/D< 12 are thus not indicative of 
turbulent flow conditions. Rather they are due to fluctuations 
associated with the presence of organized symmetrically 
distributed structures in the flow. These orderly structures are 
responsible for the limited range of reduced jet widening 
shown in Fig. 2. 

Correlation measurements indicate a fundamental change in 
the organization of the flow structures for x/D>\2. The 
characteristic passage frequency is quartered and there is a 
shift to an anti-symmetric structural arrangement which is 
maintained at all subsequent downstream stations. In addi­
tion, the spectra give evidence of a marked increase in ran­
domization of the velocity fluctuations beginning near 
x/D =10- 12. The vertical correlation measurements indicate 
a corresponding substantial loss in z-directed two-
dimensionality of the flow structures as well. Associated with 
the above noted structural related changes are significant 
resulting effects on the mean and fluctuating flow quantities. 
The jet widening increases substantially as does the rate of 
decay of mean velocity. The longitudinal velocity fluctuation 
intensity (see Fig. 3) suddenly begins a climb to elevated values 
at x/D= 12. These effects are obviously related to the struc­
tural "breakdown" that occurs near x/D=l2. The elevated 
intensities observed for x/D>\2 are then due primarily to 
enhanced turbulence rather than coherent fluctuations. 

It was found that a range of frequencies below and up to the 
natural jet breakdown frequency (such as St£, = 0.35 
presented) leads to a well organized, symmetric, two-
dimensional structural array in the flow which is maintained 
well beyond the location corresponding to the formation of an 
anti-symmetric pattern in the natural jet. Of primary impor­
tance in the ability of the excitation to organize and hence 
modify the structural development of the flow is the effective 
initial suppression of naturally occurring jet shear layer 
modes. 

The measurements performed in this study exhibit greatly 
enhanced turbulence intensities which are directly attributable 
to growth and subsequent decay of acoustically induced, 
highly organized flow structures. According to the theoretical 
work of Alper and Liu [39] such enhanced coherent modes are 
very effective in acting as an efficient intermediary in the 
transport of energy from the mean flow to the fine-grained 
turbulence. This transport was found in [39] to effectively sup­
plement conventional Reynolds stress based turbulence pro­
duction from the mean flow. The increase in jet widening is 
then a result of the greater diffusivity of the flow associated 
with the enhanced turbulence intensities. 

The results of this study demonstrate significant difference 
in the underlying structure of the developing natural and ex­
cited jet flows in terms of characteristic phase angle and two-
dimensionality. The greatest differences between the natural 
and excited jet structural pattern occur in the early flow where 
the organizational effects associated with the excitation are 
most pronounced. Naturally this is the same region where 
researchers are most likely to generalize excited jet results to 
the corresponding natural flow. That significant structural 
differences exist between natural and excited flows, especially 
with regard to phase angle, indicate that such generalizations 
must be viewed with caution. The results of this study also 
suggest that with sufficient distance downstream both natural 
and excited flows achieve a similar underlying anti-symmetric 
structure. However, this occurs only after the organizational 
effects of the excitation have essentially been lost. Thus the ex­
citation has little practical value in aiding in the deduction of 
the nature of the coherent modes in the region. In effect, 
where excitation induced organization prevails, so too does a 
basic dissimilarity between the natural and excited jet 
structures. 
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Self-Excited Shear-Layer 
Oscillations in a Multi-Cavity 
Channel With a Steady Mean 
Velocity 
Self-excited shear-layer oscillations are observed in the cavity flows of a multi-cavity 
channel when the mean velocity through the channel exceeds a critical value. These 
coherent shear-layer oscillations appear as one or sometimes two selectively-
amplified frequencies in the Fourier-analyzed signals of hot-film gauges that are 
sintered into the channel walls. At a constant velocity above the critical velocity, the 
self-excited oscillations are present in only a few cavities. Downstream from these 
cavities there are oscillations in the cavity flows but one or two selectively-amplified 
frequencies are not observed. The self-excited oscillations move upstream and the 
selectively-amplified frequency increases as the mean velocity through the channel is 
increased. 

1 Introduction 

The lesults from an experimental study on shear-layer 
oscillations in a multi-cavity channel are presented in this 
paper. This work is an extension of earlier numerical [1] and 
experimental [2] investigations on the same channel which is a 
model of a membrane oxygenator [3]. In the earlier investiga­
tions it was found that, when the mean velocity is steady, a 
vortex forms in each cavity in the channel at a Reynolds 
number RA of about 5.0, where R/( is based on the mean 
velocity through the channel and half the minimum channel 
gap. Photographs of particle pathlines showed that the 
volume of fluid in the vortex and the rate of rotation of the 
vortex in each cavity increase with increasing Reynolds 
number for 5.0 < RA < 30.0. For increasing Reynolds 
number from Rh = 30.0 to RA = 55.0, it was observed that 
the size of the vortex remains constant in each cavity and the 
rate of rotation of the vortex increases weakly. 

In the present investigation the transition to turbulent flow 
in the multi-cavity channel is examined. It is found that, when 
the mean velocity is steady, the multiple cavity geometry 
allows a disturbance frequency to be selectively-amplified in a 
cavity shear layer. Hot-film gauges, which are sintered into 
one of the channel walls, are used to measure, noninvasively 
and indirectly, these cavity shear-layer oscillations. The out­
put from the hot-films show that the selective amplification of 
a single frequency occurs only in a few cavities when the mean 
velocity is held constant. The location of the cavities where a 
frequency is selectively-amplified and the values of the 
selectively-amplified frequencies are measured as a function of 
the mean velocity. The manner in which the selectively-

amplified frequencies depend on the mean velocity through 
the channel is compared with the results of studies on shear-
layer oscillations in single cavity flows. 

2 Experimental System and Data Analysis 

The experiments were conducted in a recirculating Plexiglas 
flow channel which can be disassembled into three commpo-
nent parts, two settling chambers and the test section (Fig. 1). 
It is the channel used by Stephanoff et al. [2] except that one 
Plexiglas wall of the test section has been replaced by a 
machinable glass-ceramic wall. There are nineteen cavities 
machined into the ceramic and Plexiglas walls (Fig. 2); each 
cavity in these walls is 0.40 cm long and 0.10 cm deep and the 
minimum gap 2h between the two walls is 0.10 cm. A 
schematic drawing of a pair of typical cavities is shown in Fig. 
3. Distilled water was used in all the experiments and the 
temperature was kept constant so that the kinematic viscosity 
remained at 0.010 cm2/s. 

Seventeen hot-film gauges, which are sintered into the glass-
ceramic wall (Fig. 4), were used to measure qualitatively the 
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Settling Chamber 

Fig. 1 Schematic drawing of the test section and settling chambers 
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Fig. 2 Drawing of the test section showing the X coordinate
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Fig. 5 The average amplitude spectra from three hot·film gauges show­
ing the nondimensional selectively-amplified frequencies. The vertical
arrows In the schematics of the channel point to the cavities where the
amplitude spectra have been taken. (a) x = 5.35 :t 0.01 cm, 0 = 16.9 :t
0.1 cm/s; (b) x = 2.05 :t 0.01 cm, 0 = 24.2 ± 0.1 cm/s; and (c) x = 1.25
:t 0.01 cm, 0 = 26.2 ± 0.1 cm/s.

Fig. 3 Schematic drawing of a pair of cavities in the test section. D =
0.10 :t 0.01 cm, h = 0.05 :t 0.01 cm, and L = 0.40 :t 0.01 cm
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ly one hot-film was used at a time and each run consisted of
taking 30 records of data. The data analysis was performed by
converting each record of data into a form proportional to the
shear at the wall [4, 5, 6] and then Fourier-analyzing the
result. In the frequency domain, an averaged amplitude spec­
trum of the 30 records in a run was obtained by forming an
amplitude spectrum of each record and ensemble averaging
identical frequency components.

Fig. 4 Photograph of the glass-ceramic substrate with the hot·fIIm
gauges

x' x + 5.77 cm
v = kinematic viscosity (cm2 /s)
I length scale in equation (3)

A wavelength fOT Tollmein-Schlichting wave

3 Experimental Results

The selectively-amplified oscillations were observed to oc­
cur only within a small range of mean velocities for a par­
ticular cavity in the channel. The procedure to determine the
velocity at which the oscillations in a cavity had their max­
imum amplitude was as follows: 1) a hot-film in a cavity was
turned on; 2) the velocity was increased until large amplitude
oscillations were observed; 3) the velocity was tuned to get the
maximum oscillations; and 4) 30 records of data were record­
ed. When the mean velocity was tuned to get the maximum
amplitude of the selectively-amplified frequency, it was varied
only slightly; it is this velocity that is used in Figs. 5, 7, 8, and
9. The maximum amplitude appeared almost as soon as
oscillations were observed in a hot-film gauge output.

The amplitude of the selectively-amplified frequency or fre­
quencies varies within a cavity. A selectively-amplified fre­
quency is easily visible in the waveforms and spectra of gauges
sintered into the downstream wall of a cavity whereas it is dif-

"\05

C IVI.

CJ

frequency (Hz)
half the minimum gap between the channel walls (cm)
length of a cavity (cm)
distance from the upstream edge of the first cavity in
the channel (cm)

f=
h
L
x

shear fluctuations along the channel. The output from the hot­
films was digitized by a mini-computer and stored on floppy
discs. The frequency resolution for the experiments was 0.25
Hz and the Nyquist frequency was 256 Hz. Before sampling,
each hot-film signal was band-passed filtered with a low fre­
quency cut-off of 0.3 Hz and a high frequency cut-off of 45
Hz. The low frequency cut-off eliminated the mean signal so
that the oscillating signal could be amplified. The high fre­
quency cut-off eliminated 50 Hz noise (the experiments were
done in the U.K.) and ensured that aliasing did not occur. On-
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Fig. 6 The position of the self-excited oscillations in the channel as a 
function of the inverse of the mean velocity 

Fig. 7 The values of the selectively-amplified frequencies as a function 
of the mean velocity. The solid lines are the best fit lines through the 
data points for modes W = 2 (upper line) and W = 1 (lower line). The 
dashed line shows the location of the predicted N = 3 mode. 

ficult to detect or is absent in the waveforms of the gauges 
sintered into the upstream wall of a cavity. Consequently, all 
the results reported in this paper are from spectra of gauges 
located along downstream cavity walls. 

The amplitude of a selectively-amplified frequency is much 
larger than the amplitude of the other frequencies in a typical 
average amplitude spectrum from a hot-film gauge; Figs. 5, 8, 
and 9 show examples of typical amplitude spectra with either 
one or two selectively-amplified frequencies. The frequencies 
in these figures, expressed in cycles per second, have been non-
dimensionalized by the ratio of the cavity length to the mean 
velocity L/Uso that a Strouhal number St = fL/Uis defined. 
As can be seen from Fig. 5 the position in the channel where a 
selectively-amplified frequency is present moves upstream as 
the mean velocity through the channel increases; the upstream 
edge of each cavity x is measured from the upstream edge of 
the first cavity in the channel (see Fig. 2). By plotting the loca­
tion where a selectively-amplified frequency is first observed 
in the streamwise direction as a function of the inverse of the 
mean velocity (see Fig. 6), a linear relation is obtained which 
gives 
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Fig. 8 The average amplitude spectra from two hot-film gauges in 
cavities separated by one cavity at 0 = 26.2 ± 0.1 cm/s. The vertical ar­
rows in the schematics of the channel point to the cavities where the 
amplitude spectra have been taken. The streamwise position of the 
cavities are: (a) x = 2.05 ± 0.01 cm and (b) x = 1.25 ± 0.01 cm. 

188/C/=(x+5.77)cm. (1) 

A constant Reynolds number can be defined, which separates 
the laminar flow regime from the flow regime with a 
selectively-amplified frequency, if the length scale for the 
Reynolds number, x*, is chosen to be x* = x + 5.77 cm; this 
Reynolds number is 

Rx* = Ux*/v= 18,800. 

As the mean velocity through the channel is increased, there 
is an increase in the value of the selectively-amplified frequen­
cy as well as an upstream movement of the coherent oscilla­
tions. In Fig. 7 the selectively-amplified frequencies, which are 
measured from averaged amplitude spectra, are plotted as a 
function of the mean velocity. As can be seen from the figure, 
two linear curves result. For the lower velocities, only one fre­
quency is selectively-amplified; its value increases with in­
creasing velocity. As the mean velocity is increased further, 
two frequencies are selectively-amplified. Although these two 
frequencies appear to be harmonically related to each other 
(see also Fig. 5(b)), time traces of the hot-film signals show 
that the frequencies are not in phase with each other so that 
one frequency dominates the oscillations for a period of time 
and then the other frequency dominates the oscillations for 
another period of time. This behavior is characteristic of a two 
mode system with frequencies that are incommensurate. The 
higher frequency disappears with a continued increase in the 
mean velocity so that only the lower frequency is present in the 
averaged amplitude spectra (see Fig. 5(c)). The selectively-
amplified frequencies which lie on the upper curve in Fig. 7 are 
expressed by St = 0.10 in the spectra of Figs. 5 and 9 the fre­
quencies which lie on the lower curve of Fig. 7 are expressed 
by St = 0.053 in the spectra of Figs. 5 and 8. The Strouhal 
numbers vary from St = 0.101 to St = 0.107 for the higher 
mode of oscillation and from St = 0.051 to St = 0.054 for the 
lower mode of oscillation. 

A selectively-amplified frequency can be observed in up to 
three consecutive cavities at a given mean velocity. Averaged 
amplitude spectra from gauges located in cavities that are 
separated by a cavity illustrate this point in Fig. 8. Because the 
coherent oscillations are not confined to a single cavity at a 
given velocity, they are observed over a small range of 
velocities at a given cavity. At a given cavity, the maximum 
amplitude of the selectively amplified frequency occurs at the 
low velocity end of the range of velocities in which it exists. In 
the two or three cavities where it is possible for two frequen­
cies to be selectively-amplified, the relative amplitude of the 
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Fig. 9 The average amplitude spectra from a hot-film gauge in the mid­
dle section of the channel. At this location the disturbance frequencies 
that are selectively-amplified depend on 0. The vertical arrows in the 
schematics of the channel point to the cavity where the amplitude 
spetra have been taken. In (a) U = 24.2 ± 0.1 cm/s and in (b) U = 26.2 ± 
0.1 cm/s. 

two frequencies depends on the value of the velocity within the 
range of velocities in which selective amplification occurs. In 
the lower half of the range, St ~ 0.10 predominates, in the 
middle St ~ 0.10 and St = 0.053 have comparable amplitudes 
and in the upper half St = 0.053 predominates. As an illustra­
tion of this point, Fig. 9 shows averaged amplitude spectra 
from a gauge located in a cavity in the channel midsection. As 
can be seen, for U = 24.2 cm/s, St ~ 0.10 and St = 0.053_are 
present with the higher frequency predominating and for U = 
26.2 cm/s only St = 0.053 is present. 

A selectively-amplified frequency is present in a cavity in the 
multi-cavity wall within a small range of mean velocities. As 
the velocity is increased above this range, a single selectively-
amplified frequency is no longer visible. Instead there are at 
first a finite number of multiple frequencies with approx­
imately equal amplitudes of oscillation and then at higher 
velocities there are broadband spectra of frequencies 
characteristic of turbulent flow. When there are a few distinct 
frequencies in the flow, their amplitudes are not nearly as 
large as the amplitude of a single selectively-amplified fre­
quency. Additional investigation is required to determine the 
exact relationship between these frequencies. 

4 Discussion 

The experiments described in this paper have shown that 
there is a critical Reynolds number for the multi-cavity flow 
which separates a laminar flow regime from a flow regime 
where at least one disturbance frequency is selectively-
amplified. At the critical Reynolds number, a finite band of 
frequencies is observed to be selectively-amplified. These 
results are interpreted in the following manner. A broadband 
of stable infinitesimal disturbances is present in the developing 
boundary layer in the channel. These disturbances are prob­
ably introduced into the flow from the settling chamber 
upstream of the channel. (Amplitude spectra and oscilloscope 
traces from the hot-films in and between the first couple of 
cavities in the channel show that there are no finite amplitude 
disturbances entering the channel in the mean velocity range 
of this study.) As the disturbances are convected downstream, 
there is a critical Reynolds number for the flow at which a 
finite band of disturbances is unstable if there is an inflection 
point in the velocity profile. The cavities along the channel 
walls allow this criterion to be satisfied. Their finite length, 
however, impose an additional constraint, the cavity phase 

constraint, so that usually only a single frequency from the 
band of unstable frequencies is selectively-amplified. 
Sometimes, though, two frequencies are selectively-amplified; 
this phenomenon occurs when a mode jump is in progress. 
When two frequencies are selectively-amplified, both frequen­
cies satisfy the cavity phase constraint and are approximately 
equally unstable. The selective-amplification of one and 
sometimes two frequencies has also been observed in unstable 
single cavity flows. In addition, harmonics due to nonlinear 
shear-layer oscillations and subharmonics due to vortex clipp­
ing at the downstream cavity corner have been observed 
[7-11]. 

There is one major difference between the selective-
amplification of disturbance frequencies in a multi-cavity flow 
and the selective-amplification of disturbance frequencies in a 
single cavity flow. In a multi-cavity geometry, usually one fre­
quency (but sometimes two frequencies) is selectively-
amplified in a cavity and only within a small range of 
Reynolds numbers, whereas in the flow past a single cavity the 
selective-amplification of one or two (when a mode jump is 
occurring) frequencies exists over a much wider range of 
Reynolds numbers and frequencies. In the multi-cavity flow, a 
selectively-amplified frequency appears in a cavity only when 
Kx* at the upstream edge of the cavity is approximately 
18,800. By increasing the mean velocity, the position where 
R^* = 18,800 moves upstream and, as long as a frequency 
jump does not occur, the selectively-amplified frequency in­
creases. Therefore, for a given geometry, the mean velocity 
determines where along the multi-cavity wall self-excited 
oscillations will occur and the value of the selectively-
amplified frequency. In contrast, in single cavity flows 
selectively-amplified frequencies appear over a range of 
Reynolds numbers. By increasing the mean velocity the 
Reynolds number and the value of the selectively-amplified 
frequency are increased. Since the band of unstable frequen­
cies at the upstream edge of a single cavity flow depends on the 
Reynolds number there, an increase in the mean velocity 
changes the band of unstable frequencies. Therefore, the band 
of unstable frequencies at a constant Reynolds number is 
determined by varying the length of the cavity. For long 
cavities, though, the shear-layer oscillations can be nonlinear 
and it is much more difficult to interpret the flow spectra. 

A third mode of oscillation may exist in a longer multi-
cavity channel than the present channel, if the flow is not fully 
developed at the greater distance from the inlet and at lower 
velocities. By assuming that the band of unstable frequencies 
at R I t = 18,800 is approximately equal to the band of 
unstable frequencies that have been selectively-amplified in 
the present experiments (3.00 to 6.25 Hz) and by assuming 
that the upper curve in Fig. 7 corresponds to an N = 2 mode 
and the lower curve corresponds to an TV = 1 mode, an N = 3 
mode will appear within the range of velocities as shown by 
the dashed line in Fig. 7. The curve for the N = 3 mode has 
been calculated in the following manner. The data in Fig. 7 
collapses onto a single curve if the selectively-amplified fre­
quencies are divided by their mode number. The equation for 
the resulting linear relation is 

f/N= 0.145U- 0.316 Hz. (2) 

By substituting into the above equation the values of the 
selectively-amplified frequencies and the mode number N = 
3, the velocity range for the TV = 3 mode can be estimated. In 
the region where modes N = 2 and N = 3 overlap (see Fig. 7), 
two frequencies will be selectively-amplified only during a 
mode jump; otherwise one frequency will be selectively-
amplified. At a given velocity, this frequency will be the fre­
quency with the higher amplification rate and, according to 
linear stability theory, it will be the frequency which is closer 
to the center of the band of unstable frequencies. 

The phase velocity Up of the selectively-amplified distur-

Journal of Fluids Engineering SEPTEMBER 1986, Vol. 108/341 

Downloaded 02 Jun 2010 to 171.66.16.65. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



bance frequencies could be estimated from equation (2) if the 
correct length scale / for the flow is known since 

/ / / [ / „ =/V= 1,2,3,4, (3) 

At present this information cannot be determined from the ex­
periments. It appears, however, as though the length scale for 
the multiple cavity geometry may be equal to the distance be­
tween the shear layer separation point of one caivty and the 
shear layer reattachment point of another cavity further 
downstream. This suggestion is based on observations from 
hot-film spectra which show that three and maybe more 
cavities selectively amplify the same frequency at a given mean 
velocity. It is possible that the shear layer oscillations are ex­
citing a Tollmein-Schlichting wave in the boundary layer 
above the cavities [12]. A coupling between the Tollmein-
Schlichting wave and the cavity oscillations would imply that 
the length scale for the oscillations should be, X, the 
wavelength of the Tollmein-Schlichting wave and not, L, the 
length of a single cavity. Since the wavelength of a Tollmein-
Schlichting wave is long when compared with the boundary 
layer thickness of a flow [13], X should span many cavities in 
the multi-cavity channel. The correct length scale in equation 
(3), therefore, may be / = X = ML, where Mis a integer. Ad­
ditional experiments using flow visualization and multiple 
transducers, which could measure simultaneously the phases 
of the oscillations in adjacent cavities, are required to verify 
this hypothesis. 

S Concluding Remarks 

The self-excited oscillations that develop in the membrane 
oxygenator model, when the mean velocity through the model 
is steady, may cause fluid to enter and leave a cavity flow in 
the region of the shear-layer reattachment point. This ex­
change of fluid between the cavity flow and the mainstream 
can be increased by making the downstream cavity corner 
sharper and by lengthening the cavity. In the membrane ox­
ygenator, the cavity walls are a semi-porous membrane 
through which oxygen diffuses into the blood (water in this 
study). An oxygen rich boundary layer is prevented from 
forming along the membrane surface by pulsating the blood 
through the device [1-3]. The results from the present study 
show that the cavity shear layer oscillations should also inhibit 
the formation of an oxygen rich boundary layer. It is possible, 
therefore, that good mass transfer rates can be obtained in the 

oxygenator without having to use oscillatory flow, as is now 
the case. The shear layer oscillations in the multi-cavity chan­
nel should also prevent a stable thermal boundary layer from 
forming and additional research should be done to study the 
effectiveness of the multicavity geometry on heat transfer rate 
enhancement. 
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The Influence of Surface 
Roughness on Resistance to Flow 
Through Packed Beds 
Experiments were performed to determine the effect of roughness on flow through 
randomly packed beds of spheres. Three different packings were investigated, one 
of smooth spheres, and two others composed of spheres with roughness elements 
added to the surface. The relative roughness, defined as the height of the added 
elements divided by the diameter of the smooth spheres, was . 012 and. 026 for these 
two cases. The experiments covered a range of Reynolds numbers based on the 
sphere diameter from near unity where the flow is dominated by viscosity to 1600 
where the flow is dominated by inertia. It was found that the pressure drop is 
substantially increased by the presence of surface roughness over the entire range of 
Reynolds numbers studied. The observed behavior is quite different from that which 
has been proposed previously by drawing analogy with flow in rough pipes, since the 
flow at low Reynolds number as well as high Reynolds number was affected by 
roughness. 

Introduction 
Flow through porous or packed beds is of interest in many 

areas of science and engineering including groundwater 
hydrology, petroleum reservoir engineering, food processing, 
and number of chemical processes such as filtration and 
catalytic reactors. Packed beds are particularly well suited to 
applications where surface area is an important factor as in the 
case of a catalytic reactor or adsorption bed. Many of these 
applications involve flow through rough or irregularly shaped 
particles, however, the effect of roughness on the important 
flow parameters, namely pressure drop, has not been well 
established through either experimental or theoretical works. 

Ideally one would like to relate pressure drop across a 
packed bed to flow rate through consideration of 
macroscopically measurable properties of the packing 
material. These properties include the porosity, the length of 
the bed in the flow direction, and the characteristics of the 
packing material which might include shape, mean diameter, 
aspect ratio and surface roughness. Additional parameters 
which are more difficult to measure but commonly used in 
characterizing porous media are the tortuosity and specific 
surface area. The latter of which is strongly influenced by sur­
face roughness. 

Unfortunately the complex shape of flow channels renders 
impractical the solution of the continuum equations. Hence, 
such flows are universally treated using empirical or quasi-
empirical theories. A review of the various theories and cor­
relations which have been established for predicting the rela­
tionship between pressure and velocity can be found in Bear 
[1]. Most of these models are a simple extension of Darcy's 

Contributed by the Fluids Engineering Division for publication in the 
JOURNAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineer­
ing Division, March 19, 1985. 

law to include inertial effects. The simplest example is that 
first proposed by Forchheimer [2]. 

VP=a/xv + l3pv2 (1) 
It is generally accepted that the term which is first order in 
velocity represents the effect of viscosity while the second 
order term accounts for inertial losses. 

If the wealth of experimental data for pressure drop versus 
velocity is examined [3, 4] it can be shown that models of 
general form of equation (1) are qualitatively correct. 
However, the experimental data demonstrates a significant 
amount of scatter. It has been proposed by some researchers 
[3, 4] that surface roughness is responsible for this scatter yet 
experimental results delineating the effect of surface 
roughness are not available. The objective of this study was to 
determine experimentally the effect of surface roughness on 
the relationship between velocity and pressure drop for flow 
through packed beds and to develop and improved model 
which would be of utility in predicting such flows. 

Theoretical Considerations 

Theoretical models for flow in porous media or packed beds 
generally fall into two categories — those based upon analogies 
between flow through porous media and flow through a bun­
dle of capillary tubes and those based upon the analogies be­
tween flow over a single particle and a packed bed of similar 
particles. The most widely used model is probably that due to 
Ergun [5] which is based upon the analogy between flow in 
porous media and flow in pipes. The details of the derivation 
are given in [6]. 

APDpe
J 

GgL(l-e) G0D. 
• + Br (2) 
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Ergun proposed that if the empirical constants were set as 
Ae = l50 and Be = U5 good agreement existed between the 
prediction of equation (2) and experimental results. The 
development of Ergun's equation assumes that all porous 
materials have similar roughness characteristics so that a 
unique friction factor can be assumed in developing the 
model. Thus, Ergun's equation can account for roughness on­
ly through the influence of roughness on surface area since for 
a packed bed the mean particle diameter can be related to the 
surface area per unit bed volume 

6(1 - e) 
Dp=-±j-!- (3) 

MacDonald et al. [3] reviewed existing experimental data for 
both consolidated (monolithic) and unconsolidated (granular) 
porous media and classified the particles composing the media 
as either smooth or rough. They recommend that the Ergun 
equation be modified by setting Ae = 180 with Be = 1.8 or 4.0 
depending upon whether the particles composing the media 
are smooth or rough. This recommendation is based on the 
analogy to flow in rough pipes, hence, only the inertial term is 
affected by surface roughness. One would expect that the ap­
plicability of this result might be limited since the effect of 
roughness is not dependent on a parameter indicative of the 
degree of roughness. 

The earlier approach of Brownell and Katz [4] is similar to 
that of MacDonald et al. In an effort to better correlate the ex­
perimental data they attempted to relate friction factor to 
Reynolds number while modifying the porosity to account for 
surface roughness. Their results resembled the Moody 
diagram, however, the underlying correlation was found to be 
valid over only a limited range of porosity. 

At low Reynolds number or in the viscous dominated flow 
regime Rumpf and Gupte [7] performed a comprehensive 
series of tests on packed beds composed of uniform sized 
smooth spherical particles covering a broad range of 
porosities. They conclude that the experimental data can be fit 
much more accurately with the Ergun equation if the porosity 
dependence given by e3/(l - e ) 2 is replaced with e5-5. However, 
their results do not extend far enough into the inertially 
dominated flow regime to allow for an assessment of the ap­
plicability of this result at high Reynolds numbers. 

The only proposed correlation which is available which in­
cludes the effect of surface roughness is that of Meyer and 
Smith [8]. Again, by applying the analogy to turbulent pipe 
flow they propose, for compressible flow, the following rela­
tionship: 

pAPZe3 

„ (4) 

TO AIR 
SUPPLY - - M 

G2
0ZeLS =>m^mri 
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P"9 Pressure Regulator m -

% Valves ^ 

| | Flow Meters CD-
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In equation (4) r is the tortuosity, Z the compressibility factor, 
S the specific surface area (total particle surface area/unit 

HZ3 Pressure and 
Temperature 
Measurements 

Fig. 1 Schematic of flow apparatus and test section 

volume) and q/Dh is the parameter indicating the degree of 
roughness (roughness height/particle hydraulic diameter). 
Meyer and Smith suggest values for the coefficients which ap­
pear in equation (4) based on flow studies for sintered stainless 
steel power compacts. The studies involved specimens of a 
single assumed value for the roughness parameter, q/Dh, thus 
the general applicability of equation (4) with the recom­
mended coefficients is not conclusively confirmed. 

Since our objective was in part to develop an empirical 
model for use in predicting flows involving rough particles the 
above correlations form the basis for comparison with the ex­
perimental results. 

Description of the Experiment 

The investigation of the characteristics of three packed beds 
was performed in the open-loop fluid flow facility pictured 
schematically in Fig. 1. The working fluid was compressed at­
mospheric air delivered to the test facility at a pressure of 6200 
kPa (90 psig). The air was first passed through a filter/separa­
tion unit before being throttled to system pressure by a 
regulator. The air then entered one of three flow meters 
necessitated by the wide range of Reynolds numbers covered. 
A positive displacement Wet Test meter was used for the 
lowest flow rates, a tapered tube rotameter for the in­
termediate, and an ASME square-edged concentric orifice for 
the highest flow rates. The meters were calibrated and 
displayed agreement in the overlapping flow ranges. The test 
section consisted of a 61 cm (2 ft) and two 30.5 cm (1 ft) sec­
tions of 15.24 (6 in) inside diameter plexiglass pipe. The ends 
of these sections were flanged and could be assembled to a 
total length of 1.22 m (4 ft). The diameter of the pipe was 

Nomenclature 

Ae = viscous coefficient in Ergun's 
equation L-, = 

Be = inertial coefficient in Ergun's 
equation n = 

B0 = inertial coefficient for packed 
beds of smooth spheres P = 

C\ = constant in equation (4) q = 
C2 = constant in equation (4) Rep = 
Cd = drag coefficient 
Dh = hydraulic diameter Re^ = 
Dx = diameter of smooth spheres S = 
Dp = mean particle diameter 
G0 = superficial mass flow rate v = 

length of test section in flow 
direction 
length from bed entrance to ith 
pressure probe 
exponent of relative roughness 
in equation (4) 
pressure 
measured roughness height 
Reynolds number based on 
mean particle diameter 
Reynollds number based on S 
surface area per unit bed 
volume 
superficial (filtration) velocity 

Z = average fluid compressibility 
factor 

Ze = effective fluid compressibility 
factor 

a = viscous coefficient in Forch-
heimer's equation 

= inertial coefficient in Forch-
heimer's equation 

= void fraction (porosity) 
= fluid density 
= average fluid density 

T = tortuosity 
ix = fluid viscosity 
JL — average fluid viscosity 
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Fig. 3 Illustration of the effective particle diameter and relative
roughness

Fig. 2 Representative particles of the three packings
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carefully selected in order that the wall effects would be
negligible. The resulting diameter ratio D/D p for the three
packings was approximately 30. Beavers, Sparrow, and
Rodenz [9] tested packed beds of spheres over a range of
equivalent diameter ratios. Their results indicate the
permeability is unaffected by the presence of the walls for
diameter ratios greater than 12, while the inertial coefficient
may be affected for diameter ratios as high as 40.

The packings in the test section were supported from below
by a fine mesh wire screen at the exit. Pressure probes made of
0.48 cm (0.188 in.) tubing were mounted at intervals along the
length and protruded into the center of the pipe. Two small
radial holes prevented erroneous pressure readings caused by
the ends of the probes becoming plugged by the packings. The
last pressure probe was located 2.2 cm (0.875 in) from the exit
and eliminated the inclusion of the supporting screen in the
pressure drop measurements.

Copper-constantan thermocouples measured the temper­
ature of the air in the flow meters and at the entrance and exit
of the packed bed. Flow through the bed was essentially
isothermal even for the highest pressure drops investigated.
Pressure differentials less than 5.1 cm (2 in) of water were
measured with a micromanometer capable of discerning to
0.005 cm (.002 in) of water. Higher pressure measurements
were made with a bank of U-tube manometers. When required
these were read with a cathometer which provided a measure­
ment accuracy of 0.01 cm (.004 in) of manometer fluid.

To obtain packings of known roughness two sizes of glass
microspheres were glued to the surface of smooth 5 mm (0.2
in) diameter glass spheres with an epoxy based paint. The
microspheres were sized by the manufacturer as 100 fLm (0.004
in) and 350 fLm (0.014 in). Details of the application procedure
as well as other aspects of the experiment can be found in [1 OJ.
Figure 2 is a photograph of representative particles of the
three packings investigated.

An optical comparator was used in determining the mean
diameter and relative roughness of a statistically represen­
tative sample of the roughened particles. The particle diameter
D p used in the definitions of the friction factor and Reynolds
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Fig. 4 Non·dimensional axial pressure distribution for bed 01 smooth
spheres

number was the mean outside diameter of the roughened par­
ticles or the diameter of a sphere that would circumscribe the
particle. The relative roughness parameter, g/D 1, is defined as
the ratio of the diameter of the roughness elements, g, divided
by the diameter of the smooth spheres, D 1, as shown in Fig. 3.
This definition was selected to be consistent with that used in
characterizing particles [11]. The combinations of spheres
used in this study resulted in measured relative roughness
values of 0.012 and 0.026.

Experimental measurements on the smooth spheres were
conducted in a test section of 1.22 m (4 ft) overall length. In
order to minimize the quantity of spheres that needed to be
roughened the measurements on the rough spheres were con­
ducted in a 30.5 cm (I ft) test section. For the results to be
comparable the flow must have been fully developed
throughout the length of the test section with no appreciable
entrance or exit effects. To determine the developing length
for the experimental apparatus pressure drop measurements
were made between the pressure probe at the entrance and
each consecutive probe along the length of the bed of smooth
spheres. The first probe was located only 2.22 cm (0.875 in)
from the entrance to the bed. These measurements were non­
dimensionalized and plotted against length in Fig. 4. The non­
dimensional pressure drop parameter is linear with distance
from the entrance, and decreases with increasing Reynolds
number as a result of the pressure drop becoming increasingly
proportional to the flow velocity squared. Figure 4 emphasizes
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Table 1 Results of uncertainty analysis of data fit to equation [2] 10 
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Fig. 5 Comparison of experimental data with Ergun's equation 
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Fig. 6 Comparison of experimental data with equation (5) 

Table 2 Measured and calculated properties of the packed beds 

D 
P 

(cm) 

0.503 

0.539 

0.592 

E 

0.356 

0.442 

0.467 

q/Di 

"Smooth" 

0.012 

0.026 

Ergun e q u a t i o n Ref [5] 

Modified Ergun 
equa t ion [Ref 3 ] 

Modified Ergun 
equa t ion [Ref 3] 

"Smooth" 

"Rough" 

A 
e 

166.1 

230.4 

447.0 

150 

180 

180 

6 
e 

1.50 

1.93 

2.64 

1.75 

1.8 
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how quickly the flow becomes fully developed at least as far as 
the pressure drop is concerned and justifies the use of a 30.5 
cm long test section for the rough spheres. 

Porosity of each of the packings was calculated from 
three measurements. The weight of spheres loaded into the test 
section, the volume of the test section, and the density of the 
spheres. The latter parameter was obtained by measuring the 
volume displacement of water by a known weight of the par­
ticles. This method resulted in an estimated uncertainty for the 
porosity calculation of less than 3.5 percent. The porosity for 
the smooth spheres was 35.6 percent. The bed of .012 relative 
roughness spheres packed to a porosity of 42.2 percent while 
the roughest spheres packed to a porosity of 46.7 percent. 

Table 1 contains the results of an uncertainty analysis for 
those parameters in equation (2) which are calculated from the 
experimental data. These estimates of uncertainty were 
calculated using the method proposed by Kline and McClin-
tock [12]. At low Reynolds numbers the greatest contribution 
to the uncertainty was measurement of the small pressure dif­
ferentials across the bed. At high Reynolds number the 
measurement of the air flow rate dominated the uncertainty. 

Results and Discussion 

Figure 5 is a plot of the data in terms of a modified friction 
factor and Reynolds number consistent with the Ergun equa­
tion. Table 2 contains the values of the coefficients of Ergun's 
equation determined for the data from a least squares curve fit 
routine. The viscous coefficient Ae increased substantially due 
to the surface roughness, displaying a 169 percent increase for 

the roughest spheres when compared to the value for the 
smooth spheres of this study. 

As indicated earlier, the porosity of the beds of roughened 
spheres was significantly greater than that for the smooth 
spheres. Therefore, an error in the porosity dependence of 
Ergun's equation could account for some of the upward shift 
in the rough bed data shown in Fig. 5. If the porosity 
dependence of Ergun's equation is modified as suggested by 
Rumpf and Gupte for the viscous dominated regime the 
following equation results: 

pAPDpe
5-5 5.6/z B 

(5) 
GIL G0Dp (1 -e ) 

Figure 6 plots the experimental data according to equation (5). 
Again the data for the beds of rough spheres display a 
substantial deviation from the smooth sphere result in the 
viscous region and equation (5) appears to offer little improve­
ment over the original correlation. These results indicate than 
an equation obtained from a direct analogy to flow in rough 
pipes is inadequate in characterizing the flow through porous 
beds of rough packing materials. The demonstrated effect of 
roughness is different for the two flows, possibly due to the 
large change in surface area caused by the roughness. One 
would expect roughness to effect the wetted surface area in a 
packed bed by much more than that in a conduit. 

The mean diameters of the spheres were changed very little 
by the addition of the roughness elements, however, the sur­
face area was increased substantially. This suggests that a cor­
relation like equation (4) which includes a specific surface area 
as a parameter may be necessary to correlate the low Reynolds 
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Table 3 Drag coefficient data of the spheres 
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Fig. 7 Comparison of experimental data with equation (8) using 
characteristic length calculated from equation (6) 

number data. Substituting equation (3) into equation (5) 
allows for the determination of what will be termed the "ef­
fective" surface area per unit bed volume from the experimen­
tal data in the viscous dominated flow regime. 

S2 = 
36pAP( l -e )V 

(6) 
5.6G0Z-/x 

Using the Carmen-Kozeny relation for permeability it is easily 
seen that S is inversely proportional to the square root of the 
permeability. Ward [13], Beavers, Sparrow and Rodenz [9], 
and others have proposed this as the proper characteristic 
length to be used in the definitions of the friction factor and 
Reynolds number for flow through permeable material. The 
data of this study reduced by using the calculated "effective" 
suface area per unit bed volume are presented in Fig. 7. This 
method of calculating S ensures that the three data sets con­
verge to a single curve for low values of the Reynolds number 
based on S. Figure 7 also emphasizes that surface roughness 
has a different effect in the inertial dominated regime of flow 
than it does in the viscous regime. Using equation (4) as an ex­
ample of correlation for B in terms of the relative roughness 
was determined from the experimental data. 

B = B0 + C2(q/D{)'< (7) 

Here, B0 is taken as a universal constant with a value of 0.0471 
obtained from the smooth sphere data. For the data of this 
study C2 was found to have a value of 0.5825 and n a value of 
0.992. Thus, for both smooth and rough particles of spherical 
shape the following correlation resulted: 

pAPesia-e)2 5.6/iS 0.0471 0.5825 
GlSL 36G„ (tfAD,)0"2 (8) 

Equation (8) for relative roughness values of zero and 0.026 is 
compared to the experimental data in Fig. 7. 

The above discussion has indicated that models developed 
using analogies with turbulent flow in conduits do not ade­
quately describe the effect of roughness on flow in packed 
beds. The other approach which was alluded to earlier is to 
consider the packed bed to be a collection of discrete sub­
merged particles. This second type of analogy was explored 
very superficially by measuring the drag coefficients of the 
three particles used in the study. Table III lists drag coeffi­
cients determined for single particles using terminal velocity 
measurements. The measurements were taken close to the 
Stokes flow regime so that an analogy could be drawn with the 
viscous dominated regime of the packed beds. The results do 
indicate an increase in drag coefficient with surface roughness. 
However, the increase in drag coefficient is much smaller than 
the measured increase in the friction factor for flow through 
packed beds of the same spheres. 

Conclusions 

The data of this experimental study indicates that surface 
roughness can have a substantial effect on the resistance of 
fluid flow through packed beds of spherical particles. 
Specifically both the viscous dominated and inertial 
dominated regimes of flow are affected. Therefore a direct 
analogy to rough pipe flow in prediction of the effect of sur­
face roughness in packed beds is not possible. Based on the ex­
perimental measurements of this study an equation is pro­
posed that adequately describes the flow through beds of 
rough and smooth particles provided the effective surface area 
per unit bed volume is used as the characteristic length. This 
parameter must be obtained from low Reynolds number 
permeability measurements. The result has some limitations 
due to the fact that only two values of the relative roughness 
parameter were studied. 
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Internal Three-Dimensional 
Viscous Flow Solution Using the 
Streamlike Function 
This paper presents a new method for the three-dimensional elliptic solution of the 
Navier-Stokes equations. It is based on the streamlike-function vorticity formula­
tion which was developed by the authors to study the development of secondary 
velocities and streamwise vorticity for inviscid flows in curved ducts. This formula­
tion is generalized for viscous flows and used to predict the development of internal 
three dimensional flow fields. The computed results are presented and compared 
with experimental measurements for the three-dimensional viscous flow in a straight 
duct. 

Introduction 

A large number of numerical methods have been developed 
over the years for the solution of internal viscous flow fields. 
The earliest solutions [1-3] were obtained for the parabolized 
Navier-Stokes equations. Several successful implicit iterative 
solution procedures [4-8] have since been developed for the 
numerical solution of the parabolized Navier-Stokes equa­
tions in primitive variables for incompressible [8], compressi­
ble [4-7], supersonic [4], laminar [4, 5, 8] and turbulent [6, 7] 
internal flows. The only elliptic influence which is accounted 
for in the parabolized solution is that due to the potential 
pressure field. Partially parabolized solution procedures [5-7] 
were subsequently developed for the numerical solution of 
viscous flow fields in which pressure is the dominant transmit­
ter of influences in the upstream direction [5]. These flows are 
still characterized by the absence of recirculation in the 
primary flow direction and by high Reynolds number, so that 
the viscous diffusion and thermal conduction are significant 
only in the lateral direction. The solution procedure remains 
unchanged for the main and lateral momentum equations, but 
the pressure correction equation at each marching step con­
tains terms that link the pressure correction in a given lateral 
plane to upstream and downstream pressure corrections. In 
both methods, the velocity components are obtained from the 
momentum equations, and the continuity equation is only 
satisfied indirectly by the pressure field. This indirect ap­
proach to satisfying the continuity equation is common to all 
parabolized [1-4] and partially parabolized [5-7] methods. 

The full Navier-Stokes equations are required to model 
flows with significant separation or shear layers not aligned 
with one of the coordinates. In addition, the parabolized and 
partially parabolized methods are not suitable for obtaining 
solutions to flow fields in which viscous phenomena 
significantly affect pressure distribution. Several methods 
have been developed for the solution of the time dependent 
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form the governing equations [8-10]. These methods can be 
very expensive, when used in the solution of viscous three 
dimensional flow fields [10], but have been demonstrated to 
predict complex three dimensional phenomena such as the 
horseshoe vortex in turbine blade passages. The numerical 
solution to the full steady state Navier-Stokes equations in 
primitive variables was reported in reference [11] for natural 
convection and reference [12] for laminar flow in curved 
ducts. The results of the through flow computations [12] were 
shown to be dependent on the difference scheme for the con­
tinuity equation, especially in the prediction of the secondary 
flow development. The numerical solution fluttered on the in­
side of the bend, suffered a loss of mass and failed to fully 
converge [11], and the author suggested that more attention to 
the nonlinearities of the flow may possibly alleviate the last 
two problems. Other methods developed for the elliptic solu­
tions of the steady state full Navier-Stokes equations are 
based on the extension of the well-known 2-D stream function 
vorticity formulation to three dimensions [13, 14]. Aziz and 
Heliums [13] defined a vector potential to identically satisfy 
the equation of conservation of mass in three dimensional 
flow fields. The vector potential vorticity formulation has 
been used to solve the problem of laminar natural convection 
[13, 14]. In this formulation, the resulting governing equations 
consist of three 3-D Poisson equations for the vector potential 
and three vorticity transport equations. The main advantage 
of this formulation, in two dimensions, namely the smaller 
size of the governing equations is actually reversed in three 
dimensions, since three-dimensional differential equations 
have to be solved for the three components of the vector 
potential. 

One can conclude from the preceding discussions that ex­
isting space-elliptic solvers of the 3-D Navier-Stokes equations 
are very costly in terms of CPU time and storage re­
quirements. In addition, some of these methods which were 
developed for simple convection problems have not been very 
successful in through flow calculations. The presented work 
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represents a new formulation for the 3-D Navier-Stokes equa­
tions that leads to an elliptic solution. The formulation is 
based on the use of the 2-D streamlike functions [15] to iden­
tically satisfy the equation of conservation of mass for 3-D 
rotational flows [16, 17]. The governing equations consist of 
the vorticity transport equation and 2-D Poisson equations for 
the streamlike functions. The present method is very general, 
in that inviscid flow solutions can be obtained in the limit 
when Re — oo. In fact, numerical solutions have been obtain­
ed for inviscid rotational incompressible [16] and compressible 
[17] flows in curved ducts and it was demonstrated that the 
method can predict significant secondary flow and streamwise 
vorticity development due to inlet vorticity. The following 
work represents the generalization of this formulation to inter­
nal three-dimensional viscous flow problems. 

Analysis 

The governing equations consist of the vorticity transport 
equation and the equation of conservation of mass, which are 
written in the following dimensionless form, for incompressi­
ble viscous flow: 

( K . V ) Q = ( S - V ) K V2Q 
Re 

(1) 

and 

V . F = 0 (2) 

In the above equations Re = V*D/v when the velocities are 
normalized by V*, the space dimensions by D and the vorticity 
by V*/D. 

The solution to the three dimensional viscous flow is obtain­
ed in terms of the three vorticity components and three 
streamlike functions [15] which are defined to identically 
satisfy the equation of conservation of mass for general three-
dimensional rotational flow fields. Unlike the traditional 
stream function solutions which must be obtained on stream 
surfaces, the following streamlike function velocity relations 
permit the definitions of these two dimensional functions 
Xi(x, y), X2O. z). Xs(x< z) on fixed non-stream surfaces in the 
flow field. 

Streamlike Functions Velocity Relations. The streamlike 
function formulation was developed by the authors [15] to 
model internal three dimensional flow fields [16]. More details 
and general definitions in curvilinear coordinates of the 
streamlike function can be found in reference [17]. For the 
sake of simplicity, the equations will be presented here for in­
compressible flow using Cartesian coordinates. 

Definition of xi 

9xi 
dy 

•-u, + 

dx 

dw2 

~dz~ 
dx, 

Definition of xi 

dX2 
dy -= —w. T dul 

~dz 
dz, 

(3«) 

(3b) 

(4a) 

dX2 

dz 
= v2 

D e f i n i t i o n o f X3 

^X3 

dz 

9X3 . 
dx 

dw2 

dz 
dx, 

dZ 7T 

(4b) 

(5a) 

(5b) 

where the flow velocity components u, v, and w in the x, y, 
and z directions are given by: 

« = « , + « , , v=v,+v, and w = w2 + w. (6) 

It can be easily verified that equations (3)-(6) satisfy the equa­
tion of conservation of mass identically. One can see from the 
definition of the streamlike functions (equations (3-5)) that 
they contain integral terms of the gradient of the flux due to 
the velocity components from the other streamlike functions. 
The lower limit of these integrals can be chosen arbitrarily to 
simplify the boundary conditions, in the case of complex 
boundary configurations as was demonstrated by the authors 
in [15]. 

It is important to point out that the streamlike function 
definitions in equations (3), (4), and (5) on the fixed surfaces 
reduce to the classical two dimensional stream function defini­
tions only if the surfaces coincide with the stream surfaces 
since the integrands become zero in this case. Generally, 
however, the integral terms in the streamlike function defini­
tions are not zero if the equation of conservation of mass is to 
be satisfied for three dimensional flow. The presence of the in­
tegral terms, representing the normal derivative of the velocity 
component perpendicular to the surface, can be interpreted as 
a source or sink. Consequently, the contours representing con­
stant values of the streamlike functions are not streamlines. In 
fact, the streamlike contours can intersect the solid boundaries 
[15] and the no flux condition is satisfied. Also the presence of 
loops in the streamlike contours do not necessarily indicate 
recirculating flow. 

While equations (2), (4), and (5) are given in Cartesian coor­
dinates, the present method is generally valid for both or­
thogonal and nonorthogonal coordinates. The equation of 
conservation of mass, can be written as follows: 

d 

drj 

/ U\ d / V\ d ( W\ n 

where (U, V, W) are the contravariant velocity components in 
the direction of the coordinates (7/, £, f) and J is the Jacobian. 
Subsequently, the streamlike function definitions easily follow 
the outlined steps. 

Governing Equations. The governing equations consist of 
the vorticity transport equations and the differential equations 
for the streamlike functions. The vorticity transport equations 
in cartesian coordinates are given by: 

Re 

K.V£ = 0-Vu + v 2 ? 
Re 

(7) 

(8) 

D --
L --

Re = 
t = 

u,v,w = 

= duct height 
= duct length 
= Reynolds number 
= time 
= velocity components in 

x, y, and z directions 

V --
V* -

x,y,z = 
X1.X2.X3 = 

= velocity vector 
= normalizing velocity at 

inlet 
= Cartesian coordinates 
= streamlike functions 

v = kinematic viscosity 
Q = vorticity vector 

?7,£,f = vorticity components in 
x, y, and z directions 
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Re 
(9) 

where ?/, £, f are the components of the vorticity vector, fl, in 
the x, y, and z directions, respectively. The differential equa­
tions for the streamlike functions are obtained from the 
substitution of equations (3)-(5) into the following vorticity 
velocity relations: 

dw dv 
i ? = — ^— U°) 

(11) 

(12) 
dx dy 

This results in the following two dimensional Poissons equa­
tions: 

dy 

du 

dz 

dv 

dz 

dw 

dx 

du 

d2Xi , d2Xi 

32X3 

dx2 

where 

dx2 

d2X2 

dz2 

a2x3 
dz2 

dy2 

92X2 

d tx 

dV ixr 

3w, 

a/ 

= * • - * + 

dy Jx0 3z 

fJ 9«2 
— - ' 

Jzn dx 

dx 

d fJ du2 , 

6> J j 0 

3w2 

(13) 

(14) 

dz J*o dz 

d f* 9M, 

3x JZQ 3x 

cfct 

fife 

3w, 
i j* = 

r= 

r = 

3t>j 

â  
dux 

dz 

dv2 

dz 

dw2 

dx 

du} 

dx dy 

(15) 

(16) 

(17) 

(18) 

The governing equations (7)-(9) and (13)—(15) are solved for 
the vorticity components r\, £, f and the streamlike functions 
Xi> X2> a n ( l X3> respectively. The present elliptic formulation 
leads to three dimensional elliptic equations for the three vor­
ticity components and two dimensional elliptic equations for 
the three streamlike functions. Other elliptic methods [18], 
whether they are based on the vector potential-vorticity or the 
velocity-vorticity formulations lead to three dimensional ellip­
tic equations for all of the six dependent variables and hence 
require more computer time and storage. The boundary condi­
tions used for the solution of these equations are given for the 
viscous flow in a square duct. Because of symmetry, only one 
quarter of the square duct is considered in the following 
derivations. The coordinate y along the straight duct is 
measured from the duct entrance, while x and z represent the 
coordinates in the cross sectional planes measured from the 
duct centerline as shown in Fig. 1. 

Boundary Conditions. At the inlet station which extends 
far upstream of the duct entrance, the flow velocity is taken to 
be uniform (v = v,, u = w = 0), leading to the following 
boundary conditions: 

i? = i-=f = 0 
and 

dXi 3X2 

dy dy 
= 0. 

y - 10D 

z ,w f £ 

! 7'"-

Zl__ 
y = 0 

Fig. 1 Coordinate system in the duct 

At the duct boundaries , the no slip condition is used to obtain 
the boundary conditions for the vorticity components , while 
the zero flux condition is used to obtain the boundary condi­
tions for the streamlike functions. 

The streamlike function boundary conditions are simplified 
through the appropriate choice of the reference coordinates 
xQ, Z0 in the lower limit of the integrals in equations (3)-(5). 
The following boundary conditions result when x0 = z0 = 0. 

At x = 
1 

ij = 0 

dw 

~~dx~ 

r=-
dv 

dx 

Jx=0 

- A - = 1 / 2 

X l = - I V*dx 

and 

At z 

X3=0. 

•q = 

dv 

~dY' 

du 
£ = ir 

r=o 

X2=\ V*dZ, 

and 

x3=o. 
The rest of the boundary conditions are due to symmetry at 
the planes x = 0 and z = 0. 

A t * = 0 

and 

Atz = 0 

di) 
= 0, 

dx 

€ = f=o 

X i = X 3 = 0 . 

T, = $ = 0 

dz 
- = 0 
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Fig. 2 Through flow velocity contours at the duct inlet (Y/DRe = 0.00) Fig. 4 Secondary velocity contours at y/DRe = 0.01 

Fig. 3 Secondary velocity contours at the duct inlet (y/DRe = 0.00) 

and 

X 2 = X 3 = ° -

Fully developed flow conditions are applied at the duct exit. 

and 

By 
€ = o 

3xi 

"ly 

dX2 

dy dy 
= 0. 

Results and Discussion 

The elliptic system of equations are solved using an iterative 
procedure. At each global iteration, the linear equations were 
solved by successive over-relaxation method. The numerical 
results are presented for Re = 100 based on the inlet velocity, 
V*, and the square duct width, D. Fully developed flow condi­
tions were reported by Friedmann et al. [19] at L/DRe = 
0.113 - 0.112 for Reynolds number ranging between 100 and 
500. Based on this, numerical computations in a straight duct 
with L/DRe = 0.1 were performed using a uniform grid with 
Ax/DRe = Az/DRe = 0.001 and Ay/DRe = 0.0033. Due to 
symmetry, the computations were only carried out in one 
quarter of the duct for Xi, Xi, f. and £ since f(x, y, z) = 
~y(z, y, x) and xi(*, y) = -Xi(z, y)- Relaxation parameters 
of 1.6 for xi, 1.9 for X3 and 0.4 for f and £ were used in the in­
ner iterations with a convergence criteria of ef = 1 x 10~4, ef 

w/V* 

Fig. 5 The development of secondary flow velocity profile at the cen­
tral plane, x = 0.0 

= 1 x 10"5, e = 1 x 10 - 5 , eX3 = 5 X 10"6 according to 
the following equation: 

N 

N , 'J l ) * e a 

The numerical solutions required 50 global iterations and a 
CPU time of 2 minutes and 13 seconds on AMDAHL 370 us­
ing an 11 x 11 x 14 uniform grid. The overall number of 
iterations was 357 for the vorticity equations and 179 for the 
streamlike function equations. The numerical solution domain 
extended 1.67 diameters upstream of the duct inlet, where the 
flow velocity was taken to be uniform and equal to one. The 
results of the numerical computations are presented at y/DRe 
= 0, 0.01 and 0.10. The through flow contours at the duct in­
let are presented in Fig. 2. The flow development from a 
uniform through velocity to the profile of Fig. 2 at the duct in­
let is accompanied by lateral flow displacements due to the 
secondary velocities. The secondary velocity contours at the 
duct inlet are shown in Fig. 3 for the vertical velocity compo­
nent w. The ellipticity of the numerical solution is 
demonstrated in the velocity contours at the duct inlet, and in 
the velocity fields up to 0.83 diameters upstream of the duct 
inlet. Figure 4 shows the contours for the secondary velocity 
component, w, at y/DRe = 0.01. A comparison of Figs. 3 and 
4 reveals the change in both the magnitude and the location of 
the maximum secondary velocities along the duct. The 
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Fig. 6 Through flow velocity contours at y/DRe = 0.1 Fig. 9 Streamlike function, \3 contours at the duct inlet (y/DRe = 0.0) 

5 = -0 .1 

-0 .5 \ 

-1 .0 ~"~"~-\ \ 

-2 .0 ~ ^ ^ \ \ \ 
-3 .0 ^ \ \ 
-4 .0 ~" -__ ^\ \ \ l 

—~~ \\ \\ 
'5-° ~0\\\\1 

Fig. 7 Vorticity, f contours at the duct entrance (y/DRe = 0.0) Fig. 10 Streamlike function, X3 contours at y/DRe = 0.01 

Fig. 8 Vorticity, f contours at y/DRe = 0.1 

development of the secondary velocity component, w, along 
the plane of symmetry, x = 0, is presented in Fig. 5. One can 
see that the maximum secondary velocities are found near the 
solid boundaries at the duct inlet. As the flow proceeds 
towards fully developed conditions, the secondary velocities 
decrease and the location of the maximum values moves 
toward the center of the duct. The results of the numerical 

Fig. 11 Streamlike function, xt contours at z = 0 

computations at the duct exit are shown in Fig. 6 for the 
through flow velocity contours. 

The vorticity and streamlike function contours are shown in 
Figs. 7 through 11. The contours for the vorticity component f 
are shown at y/DRe = 0.0 and 0.1 in Figs. 7 and 8. Figures 9 
and 10 show the contours of the streamlike function xj a t 

y/DRe = 0.0 and 0.01. The figures show a change in the sign 
of the streamlike function between these two sections. The 
contours for the streamlike function \i a t z/DRe = 0.0 are 
shown in Fig. 11. One can see that xi reaches values less than 
- 0 . 5 inside the duct near the walls. 

The computed through flow velocity profile along the plane 
of symmetry, x = 0, are compared with the experimental 
measurements of reference [20] in Fig. 12. One can see that the 
computed results are in good agreement with the experimental 
measurements. The computed through flow velocity develop-
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Fig. 12 Development of the through flow velocity profile at the central 
plane x = 0. vlV*~ 
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Fig. 13 Through flow velocity development along the duct centerline 

ment along the duct centerline are compared with the ex­
perimental measurements of reference [20] in Fig. 13. The 
agreement between the computed results and the experimental 
data as shown in Figs. 12 and 13 is very satisfactory, in view of 
the uniform coarse grid used in the numerical calculations. 

Conclusions 

This paper presents a new method for the three-dimensional 
elliptic solution of the Navier-Stokes equations which is based 
on the streamlike-function vorticity formulation. The com­
puted results for the three-dimensional viscous flow in a 
square duct are presented and compared with experimental 
measurements. The results demonstrate that the streamlike 
function can successfully model viscous effects in the three 
dimensional flow field computations. Since the same formula­
tion has been successfully used in inviscid rotational flows, to 
model secondary flow development due to inlet shear velocity 
under the effect of curvature, one can conclude that the 
present method can be effectively developed to obtain efficient 
numerical elliptic solutions of internal viscous flow in curved 
passages. 
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Analysis of Normal Shock Waves 
in a Carbon Particle-Laden Oxygen 
Gas 
The propagation of a normal shock wave into a quiescent oxygen gas seeded with 
carbon particles is studied. Due to the elevated postshock temperature the carbon 
particles ignite and burn until they disappear. For evaluating the effect of the burn­
ing carbon particles on the postshock-wave flow field, i.e., the relaxation zone, the 
conservation equations for a steady one-dimensional reactive suspension flow are 
formulated and solved numerically. The solution was repeated for a similar inert 
suspension flow. Comparing the two solutions revealed that the carbon burning has 
a major effect on the suspension properties in the relaxation zone and on the even­
tually reached postshock equilibrium state. For example, much higher temperatures 
and velocities are obtained in the reactive suspension while the pressure is lower than 
in a similar inert case. Longer relaxation zones are obtained for the reactive 
suspension. 

Introduction 

There is a growing interest in the flow field which develops 
behind shock waves propagating into a dusty gas. Such flows 
appear in many engineering applications, e.g., explosion 
generated shock waves above ground, supersonic flow in a 
rocket nozzle and explosions in coal mines. The first in­
vestigators to treat dusty shock waves were Carrier [1], Kriebel 
[2] and Rudinger [3]. They treated the gaseous phase of the 
suspension as an ideal gas and the solid phase (dust) was 
assumed to be inert. Their solutions were extended to cover 
monatomic (argon) reacting gases (nonideal) by Ben-Dor and 
Igra [4] and diatomic reacting gases (nitrogen) by Igra and 
Ben-Dor [5]. However, in both cases the solid phase (dust) was 
considered to be inert in spite of the fairly high postshock 
temperature. The main reason for treating the dust as an inert 
phase is the difficulty in formulating the dust chemical 
behavior at high temperatures. In order to overcome this dif­
ficulty several "simple-dust-models" have been proposed and 
solved. For example, Rakib, Igra, and Ben-Dor [6] replaced 
the dust with water droplets. The behavior of water droplets at 
high temperatures is well known — this enabled them to present 
a numerical solution for the relaxation zone which develops 
behind a strong normal shock wave propagating into an 
argon-water droplet suspension. In their solution both the 
argon and the water droplets were treated as reactive phases. 
Krier and Mozaffarian [7] treated a case of normal shock wave 
propagation into a suspension composed of air and reactive 
dust. In order to simulate the dust chemistry at relatively high 
temperatures they defined the dust to be a black powder. This 
definition enabled them to describe the response of the dust to 
the relatively high postshock temperatures (dust-burning) by a 
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simple pressure controlled burning rate. In essence, Krier and 
Mozaffarian [7] overcome the difficulty of describing the dust 
chemical reactions, stimulated by the hot environment, by a 
prescribed fast burning in which a significant amount of 
energy is released. This formulation simplified the inclusion of 
the dust chemistry in the conservation equations and their 
subsequent solution. 

The purpose of the present paper is to study the effect of a 
reacting dust on the postshock flow field. Unlike previous at­
tempts a realistic burning-model will be used for a specified 
dust. The suspension to be treated in the present model is com­
posed of carbon dust and pure oxygen. It is noted that the use 
of air would be more practical regarding engineering applica­
tions; however, this would have caused the model to be too 
complicated. The shock wave Mach number will be limited to 
M = 5. Although the oxygen can be treated as a perfect gas at 
M = 5 [15], real gas effect must be accounted for the combus­
tion product C 0 2 . However, in order to reduce the complexity 
of the present model, all the components of the gaseous phase 
are assumed to be perfect. The postshock temperature is high 
enough to initiate burning of the carbon particles. As will be 
shown, this burning has a major effect on the relaxation zone. 

Theoretical Background 

When a normal shock wave propagates with a constant 
velocity into a quiescent suspension, the flow field can easily 
be transformed into a steady flow field using Galilean's 
transformation. In this transformation, a constant velocity, 
equal to the shock velocity, is subtracted from the entire flow 
field. The resulting steady flow field is shown schematically in 
Fig. 1. Now the normal shock wave is stationary and the 
suspension velocity ahead of the shock wave front is equal to 
the original shock wave velocity. 

While crossing the shock front, the gaseous phase of the 
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Fig. 1 Schematic description of the considered flow field 

suspension experiences a sudden increase in its pressure, densi­
ty and temperature and a sudden decrease in its velocity. The 
magnitude of these changes can be evaluated using the well-
known Rankine-Hugoniot shock relations. 

Unlike the gaseous phase, the solid phase of the suspension 
crosses the shock front unaffected because the diameter of the 
carbon particles (used in the present study) is 100 /an while the 
width of the shock front is of the order of a few mean free 
path (for the present study about 0.1 pm) and the 
characteristic response time of the solid phase is much longer 
than that of the gaseous phase. As a result, immediately 
behind the shock front the two phases of the suspension are no 
longer in a state of equilibrium. The gaseous phase is relatively 
hot and is moving relatively slowly while the carbon particles 
are relatively cold (they are at the preshock temperature, T = 
300K) and are moving relatively quickly (they move with the 
shock wave velocity, v0). This difference in temperature and 
velocity between the two phases of the suspension will 
stimulate an intense heat and momentum transfer between the 
two phases. Once the carbon particle temperature reaches the 
ignition point a combustion process starts. It continues until 
the carbon particles disappear. The flow region where these 
processes take place is called the relaxation zone. It starts im­
mediately behind the shock front and ends with the carbon 
disappearance via burning. At the end of the relaxation zone 
the gas mixture, composed of oxygen and the combustion 
products, is in a new state of equilibrium. 

In the following, the conservation equations describing the 
flow field in the relaxation zone are listed. Their detailed 
derivation is given in reference [8]. The assumptions upon 
which their derivation was based are: 

1 The flow is steady and one-dimensional. 
2 The gas mixture (resulting from the carbon burning) can 

be treated as a mixture of perfect gases (see foregoing remark). 
3 Heat transfer and viscous effects within the gaseous 

phase can be neglected. (These mechanisms are important only 
in the interaction between the two phases.) 

4 All the components of the gaseous phase have the same 
velocity. 

5 The carbon particles are small, rigid spheres of equal 
diameter, uniformly distributed in the gaseous phase. 

6 The volume occupied by the carbon particles is 
negligibly small in comparison with the suspension volume. 

7 There is no temperature distribution within the carbon 
particle. (This is a reasonable assumption considering the 
small size of the carbon particles and their relatively high heat 
conductivity.) 

8 Interactions between carbon particles can be ignored. 
9 The carbon particle weight and the buoyancy force it ex­

periences are negligibly small in comparison with the drag 
force. 

10 Heat transfer between the two phases is via heat con­
vection only; see reference [9]. 

11 The thermal motion (Brownian motion) of the carbon 
particles can be ignored. 

12 Ahead of the shock wave the suspension is in a state of 
complete equilibrium. 

13 The carbon burning can be described by the following 
reaction only, C(s) + 02(g) — C02(g) + hb where hb, the 
heat of formation of C 0 2 , is 3.937 x 105 KJ/Kg mole. A 
justification for this assumption is given subsequently. 

14 The heat released by the burning carbon particles is in­
dependent of the suspension temperature and/or pressure. 

15 The C0 2 gas generated in the combustion process is in­
stantly mixed with oxygen to form a homogeneous gas 
mixture. 

16 During the chemical reaction the C 0 2 heat of forma-

Nomenclature 

C 
CD = 

P,C02
 = 

a = speed of sound 
C - specific heat capacity of 

the carbon particles; 
concentration 
drag coefficient 
specific heat capacity at 
constant pressure of the 
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conductivity 
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= molecular weight of 
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= pressure 
= Prandtl number 
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time 
= gas constant 
= universal gas constant 
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= gas temperature 
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the carbon particle 
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= gas velocity 
= carbon particle velocity 
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v0 
X 

n 

M 
p 
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T 

4> 

Subscripts 

C 

co2 
g 

o2 0 

= molar volume of gas A 
and B at their normal 
boiling points, 
respectively 

= shock wave velocity 
= distance coordinate 
= initial mass ratio of car­

bon particles to oxygen 
gas 

= viscosity 
= special density (mass per 

unit volume of the gas) 
= carbon density 
= temperature of the dust 

particle 
= nondimensional 

parameter describing the 
carbon burning process 
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= gaseous phase 
= oxygen gas 
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tion is released into the surrounding gas only, i.e., it cannot 
escape outside the flow field. 

The conservation equations are as follows: 

Continuity — Carbon Particles 

dx 
(pcv) = 

(Po,") = 

Continuity — Oxygen Gas 

d 

dx 

Continuity — CO2 Gas 

d 

dx 

Momentum — Carbon Particles 

(Pco2 u)--

dx 

- Gaseous Phase 

Pc 

mc 

Mcpcrc 

M0oPcrc 

MCo2Pcrc 

(F+Mcrcv) 

(1) 

(2) 

(3) 

(4) 

[(Po, +Pco,)" 2 ]+-
dP 

dx 
Pc 

[PCV(CT+V2/2)]=-
Pc 

Momentum 

d 

- ^ l ( P o 2 + P c o 2 

Energy — Carbon Particles 

JL 
~dx 

[Q-Fv-Mcrc(Cr+v2/2)] 

Energy — Gaseous Phase 
— lp02u(CPi02T+u2/2) 

+ Pco2u(Cp,co2T+u2/2)] 

Pc t n & . »„ . t^_, „2 / 

(F+Mcrcv) (5) 

(6) 

[Q-Fv-Mcrc(CT+v2/2 + hb)] 

Equation of State 

P= (p0,Ro, + Pcc-,Rcc~,)T 

Carbon Particle Diameter 

dD 

dx 

Mcrr 

<jcD
2v 

(7) 

(8) 

(9) 

Equations (l)-(9) contain nine variables: The carbon dust 
spacial density p c , oxygen density p 0 , carbon dioxide density 
pco , carbon velocity v, gas velocity u, carbon temperature r, 
gas temperature T, particle diameter D and the suspension 
pressure P. For solving equations (l)-(9) the parameters F, rc 

and Q (the drag force on the carbon particle, the carbon burn­
ing rate and the amount of heat transferred from the gas to the 
carbon particles, respectively) must be expressed in terms of 
the aforementioned nine variables. 

The drag force can be expressed as (see references [3, 9]): 

F=pgCD\v-u\{v-u)irD2/8 (10) 

where pg is the gas density, CD the carbon particle drag coeffi­
cient and D is its diameter. Many correlations relating CD to 
the flow Reynolds number Re were proposed. Igra and Ben-
Dor [9] showed that the following simple correlation is ap­
propriate for describing the solid particles deceleration in the 
relaxation zone 

CD = 0.48 + 28 Re" 0 8 5 (11) 

where Re = pg\v — u\D/fig. jxg, the viscosity of the gaseous 
phase, can be obtained from the viscosities of the individual 
components of the suspension (oxygen and carbon-dioxide); 
for details see reference [8]. 

The amount of heat transferred between the two phases of 
suspension is given by 

Q = h-KD2{T~r) (12) 

where h is the coefficient of forced convection. This coeffi­
cient can be expressed in terms of the flow Nusselt number 
Nu, and the gas thermal conductivity Kg as follows 

h = kgNu/D (13) 

The thermal conductivity of the gaseous phase Kg, can be ob­
tained from the thermal conductivities of the individual com­
ponents of the suspension, Kg = (p02KO2 + Pco2KCo2) / 
(p0 + Pco,)' f ° r details see reference [8]. For spheres im­
mersed in a gaseous phase the following correlation for Nu is 
generally used [10] 

Nu = 2 + 0.459Prl/3Re0-55 (14) 

The Prandtl number Pr can be expressed in terms of the gas 
viscosity jig, heat conductivity Kg and its specific heat capacity 
at constant pressure Cpg, i.e. 

PT = pgCM/Kg (15) 

Kg and Cpg can be obtained from the appropriate values of 
the components of the gas mixture; for details see reference 
[8]. 

For completing the supplementary equations necessary for 
the solution of equations (l)-(9), a correlation relating the car­
bon burning rate to the suspension parameters is required. The 
carbon burning is a fast oxidation process which starts at a 
relatively high temperature (T ~ 1000K). This temperature is 
called the ignition temperature. At the burning region a deple­
tion in the reactant concentration (0 2 and C) and an increase 
in the product concentration (CO and C0 2 ) is evident. The 
primary reactions describing the carbon oxidation are [11] 

C(s) + 02(g) - C 0 2 ( g ) +3.937X 105KJ/Kg mole (16) 

C(s) +-— 0 2 (g)~CO(g) + 1.115 X 105KJ/Kg mole (17) 

The products mass (or concentration) ratio CO/C0 2 , depends 
on the burning temperature and the availability of oxygen in 
the burning region. Increasing the burning temperature 
and/or decreasing the oxygen concentration results in an in­
crease of this ratio [11]. The variations in the concentration of 
the various species involved in the carbon burning, as a func­
tion of the distance measured from the surface of the burning 
carbon (for air) is shown schematically in Fig. 2. Far away 
from the burning carbon, the oxygen concentration is about 
21 percent (which is the oxygen concentration in air) and the 
amounts of CO and C 0 2 are negligibly small. On the other 
hand, close to the burning carbon, the oxygen concentration 
depletes (due to the carbon burning) while the CO concentra­
tion increases. On the surface of the burning carbon the ox­
ygen concentration is reduced to zero while the CO concentra-

Surfoce of th< 

burning carbon \ ^ 

Fig. 2 Schematic description of the reactant and product concentra­
tions near the surface of burning carbon in air 
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tion reaches a maximum. This antisymmetry in the oxygen and 
the CO concentrations produces opposite fluxes (via diffu­
sion) of 0 2 and CO. The interaction between these fluxes 
generates an additional product - C 0 2 . Its production can be 
described by 

CO + — O 2 - C O 2 + 2.822xl05KJ/Kgmole (18) 

Obviously, the maximum concentration of C 0 2 is found 
where the opposing fluxes of 0 2 and CO are of similar 
strength, as is shown in Fig. 2. Moving away from this point, 
either toward or away from the surface of the burning carbon 
results in a decrease in the C 0 2 concentration. As a result 
there will be a diffusive flux of C 0 2 in two directions, away 
and toward the burning carbon. Due to the very low oxygen 
concentration close to the surface of the burning carbon and 
the availability of C 0 2 molecules there, the following reaction 
takes place close to the burning carbon surface 

C(s) + C02(g) -2CO(g) - 1.707 X 105KJ/Kg mole (19) 

This reaction will enhance the CO concentration close to the 
surface of the burning carbon (see Fig. 2). As we move away 
from this surface a depletion in the CO concentration takes 
place due to reaction (18). The carbon disappearance rate (rate 
of burning) depends on the rates of reactions (16)—(19) and the 
diffusion fluxes of 0 2 , CO, and C 0 2 . 

In the considered work, the carbon burning takes place in a 
pure oxygen environment and not in air as was shown in Fig. 
2. Furthermore, the initial amount of carbon is much smaller 
than that of oxygen (the carbon to oxygen mass ratio in the 
following solution is T\ = 0.05). It is reasonable, therefore, to 
assume that eventually the carbon is fully oxidized to C 0 2 , 
i.e., the reaction shown in equation (16) is sufficient for 
describing the carbon burning. (Recall that the present model 
assumes a perfect gas behavior and hence the C0 2 molecules 
cannot dissociate.) 

The carbon burning rate, rc, can be expressed in terms of 
the burning particle diameter D and the oxygen concentration 
C02 as follows [12]: 

rc = irD2 kc CQl (Kg mole/s) (20) 

where kc is a constant which characterizes the burning rate of 
the carbon particles, kc is expressed in m/s. Field, et al. [12] 
proposed the following expression for kc 

where i?0 is the universal gas constant, Tm is the average 
temperature in the thermal boundary layer which surrounds 
the burning carbon sphere and ks and kd are the chemical reac­
tion rate constant and the gas diffusion rate constant, respec­
tively. For the present work, we used the following: Tm = 
(T+T)/2 and for ks and kd the expression proposed by Field, 
et al. [12] were adopted, i.e., 

ks = 0.86 e x p ( - l . 4947 X 108/i?0r) (22) 

kd = 2A3xlO~2<t>Dd/(DR0T,„) (23) 

Both ks and kd are expresesd in Kg/(w2«s«Pa). In equation 
(23) Dd is the coefficient molecular diffusivity and 0 is a 
parameter describing the relative amounts of CO and C 0 2 

produced during the carbon burning. 4> is within the range 1 < 
<A £ 2, see reference [12]. When most of the burning products 
are C0 2 , 0 — 1 , this value ( 0 = 1 ) was used for the present 
solution. For the coefficient of molecular diffusivity Dd, the 
expression proposed by Perry [13] was used, i.e. 

4.24xl0-5r3/2(l/MA + \/MB)l/1 

i (vA™+vB
m)p ; ( 2 5 ) 

where MA and MB are the molecular weight of gases A and B, 
respectively, VA and VB are the molal volumes of gases A and 
B at their normal boiling points, respectively, and P and Tare 
the gas mixture pressure and temperature, respectively. In the 
present case we are concerned with self-diffusion of oxygen. 
This diffusion is generated by the severe gradients in the ox­
ygen concentration near the burning particles. 

Strictly speaking, the burning rate of the carbon spheres as 
expressed in equation (20) is applicable to cases where the 
relative velocity between the carbon particles and the gaseous 
phase is very small and thereby it is safe to assume that there 
exists a spherical symmetry in the oxygen concentration 
around the burning carbon particle. It is true that immediately 
behind the shock front the relative velocity between the two 
phases is quite high. However, as will be shown subsequently, 
due to the viscous interaction this velocity is reduced very 
rapidly. Furthermore, at the region where the relative velocity 
between the two phases of the suspension is relatively large, 
the carbon particles are still below their ignition temperature 
(they enter the relaxation zone having the preshock 
temperature, i.e., 300K). As will be shown in the following 
results, throughout most of the burning zone (v — u) is fairly 
low and the usage of equation (20) is therefore justified. 

Numerical Method 

The numerical solution of equations (l)-(9) was conducted 
in two steps. First, the derivatives of the flow variables 
{du/dx, dv/dx, dT/dx, dr/dx, dpc/dx, dp0 /dx, dpco /dx, 
dD/dx and dP/dx) were evaluated. Thereafter, the flow 
variable (u, v, T, T, pc, pQ , pc0 , D and P) were calculated by 
numerical integration. As a starting value for this integration 
the appropriate frozen values (as predicted by the Rankine-
Hugoniot shock relations) were used. The integration was ter­
minated at the end of the relaxation zone which was defined 
numerically as the distance at which D < 1 jim (the carbon 
particle disappeared). Details regarding the numerical solution 
of equations (l)-(9) as well as a printout of the computer pro­
gram can be found in reference [8]. 

Results and Discussion 

In order to demonstrate the effect of the burning carbon 
particles on the flow properties in the relaxation zone, equa­
tions (l)-(9) were solved numerically for the following condi­
tions: shock wave Mach number M = 5, preshock pressure P0 

= 50 torr, preshock temperature T0 = 300K, initial carbon 
particle diameter D0 = 100 ^m and carbon loading (mass ratio 
carbon-oxygen) t\ = 0.05. The solution was repeated for a 
similar inert particle (no burning) and the results obtained for 
both cases are shown in Figs. 3-7. The value of M = 5 is used 
in order to cover typical shock wave velocities at early stages 
of explosions. Since in most laboratories a shock wave of 
strength of M = 5 can be produced in shock tubes only when 
P0 is subatmospheric, a value of P0 = 50 torr was used for the 
present numerical study. In the parametric study of this prob­
lem, the more practical value of P0 = 760 torr was also in­
vestigated [16]. Similarly a range of initial diameters D was 
also investigated to cover both small and large particles. 

The variations in the gas (7) and dust (T) temperatures in the 
relaxation zone are shown in Fig. 3. The results are normalized 
by the preshock suspension temperature {T0 = 300K). Im­
mediately behind the shock front the gas temperature ex­
periences a sudden raise (according to the Rankin-Hugoniot 
shock relations) while the carbon particles pass through the 
shock front unaffected. Because of this large temperature dif­
ference, between the two phases, an intense heat transfer from 
the gas to the carbon particles takes place and as a result the 
carbon particles are heated and the gas is cooled; see Fig. 3 for 
0 < x < 8 m. As could be expected, until the carbon ignition 
identical temperature variations are obtained for the two cases 
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Fig. 6 Variations in the carbon space density in the relaxation zone; 
reactive suspension, — inert suspension 
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Fig. 7 Pressure variations in the relaxation zone; 
suspension, — inert suspension 

reactive 

(active and inert particles). This is no longer the case after the 
carbon starts burning (x ~ 8 m). From that point on, the gas 
and dust temperatures in the suspension containing the burn­
ing carbon particles are higher than those obtained for a 
similar inert case. The reason for this is quite simple; during 
the carbon oxidation the heat of formation is absorbed by the 
gaseous and solid phases of the suspension to result in higher 
values for T and r in comparison with a similar inert suspen­
sion. Since larger amounts of heat have to be transferred be­
tween the two phases in the reactive case, the extent of the 
relaxation zone is longer than that obtained for a similar inert 
suspension (see Fig. 3). In the reactive case, the postshock 
equilibrium suspension temperature is 60 percent higher than 
the temperature of the inert case. 

The kinematical behavior of the suspensions (reactive and 
inert) is shown in Fig. 4. The gas (H) and carbon (v) velocities 
are normalized by the preshock speed of sound (a0 = 330 
m/s). The carbon particles enter the relaxation zone with the 
preshock suspension velocity (in the present case it is five times 
the speed of sound), while the gaseous phase experiences a 
sudden decrease in its velocity when it crosses the shock front. 
The relative velocity between the two phases which is initially 
quite high, is reduced rapidly due to momentum exchange bet­
ween the carbon particles and the gas. As in the temperature 
variations, here, too, until the carbon ignition both suspen­
sions (reactive and inert) follow identical patterns; see Fig. 4 
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for 0 < x < 8 m. After the carbon ignition, the velocity pro­
files differ significantly. In the reactive suspension, part of the 
released thermal energy is converted to kinetic energy resulting 
in an increase in both the gas and the carbon velocities; see 
Fig. 4. In the reactive case, the postshock equilibrium velocity 
is 100 percent higher than that obtained in the similar inert 
suspension. Furthermore, while the inert suspension reaches 
uniform and constant velocity fairly quickly (at x — 20 m), it 
takes about 80 m for the reactive suspension to reach an 
equilibrium velocity. 

In the inert suspension, the only mechanism through which 
equilibrium suspension velocity is reached is the viscous in­
teraction between the two phases manifested as a drag force 
which acts on the carbon particles. This force is strongly 
dependent upon the relative velocity v — u; see equation (10). 
As a result, for the inert suspension the gas and dust velocities 
approach each other asymptotically and each behaves 
monotonically; see Fig. 4. In the reactive suspension, two 
forces are acting on the carbon particles - the drag force F, 
and a force generated by momentum transfer due to burning 
which is equal to Mcrcv\ see equation (4). As the two 
velocities, u and v, approach each other, the drag force 
becomes of secondary importance and the momentum ex­
change due to burning becomes the dominant one. The latter 
causes the carbon particles to be decelerated to velocities lower 
than the gas velocity, v < u. Now the drag force changes its 
direction (since v < u) and it causes the dust to be accelerated 
to the gas velocity; see Fig. 4. 

Variations in the gas density, pg, the oxygen gas density, 
p 0 , and the carbon dioxide gas density, pCo2>

 m t n e relaxa­
tion zone are shown in Fig. 5. All values are normalized by the 
preshock gas density, p0 = 0.085 kg/m3. As could be ex­
pected, until the start of carbon ignition identical variations 
are observed in pg for the two suspensions (reactive and inert). 
Furthermore, pg is equal to p 0 and pCOl = 0 until the carbon 
burning starts. Up to this point pg increases monotonically 
with distance. This increase is expected because of the 
monotonic decrease in the gas velocity, u (see Fig. 4). For a 
steady, inert one-dimensional flow, the continuity equation is 
pgu = constant. Obviously when u decreases pg must increase. 
Once the burning starts the variations in pg differs from that 
observed for the inert suspension. Now, due to the carbon ox­
idation, a new species is generated-C0 2 . Its production 
depletes the amount of 0 2 molecules in the suspension. It is 
therefore expected that after ignition pCOl will increase while 
Po will decrease and this pattern should persist as long as the 
carbon burning continues. This, indeed, is the case as is evi­
dent from Fig. 5. It is also apparent from Fig. 5 that in the 
reactive suspension pg decreases with increasing distance, as 
long as the carbon particles burn. This behavior should be ex­
pected from observing the continuity equation for the suspen­
sion which is pgu + pcv = constant. Excluding the early part 
of the relaxation zone u ~ v; see for x > 10 in Fig. 4. 
Therefore, the foregoing continuity equation can be approx­
imated by (pg + p c) u = constant. It was shown in Fig. 4 that 
due to the carbon burning, the gas velocity, u, increases in the 
relaxation zone in comparison with a similar inert suspension 
case. Therefore (pg + p c) must decrease. In the present solu­
tion, the mass ratio, carbon to oxygen gas -n, is equal to 0.05; 
therefore pg > > p c throughout the relaxation zone. As a 
result, in spite of the fact that p c decreases in the relaxation 
zone (see Fig. 6), the reduction in p c is too small to ensure a 
decrease in (pg + pc) without having a meaningful reduction 
in pg, as is shown in Fig. 5. 

The behavior of the carbon spacial density, p c , in the relax­
ation zone, is shown in Fig. 6. In the inert suspension case p c 

reaches a plateau; when the carbon particles burn a maximum 
in p c is reached at the ignition point, thereafter p c decreases 
monotonically until the carbon particles disappear via burn­
ing. Like the changes in the other suspension properties, iden­

tical variations in p c are observed for both suspensions (reac­
tive and inert) up to the carbon ignition. 

Initially, before combustion, the gas is cooled by the loss of 
heat to the carbon particles. Hence, the gas pressure and den­
sity increase and the gas velocity decreases. Once burning 
starts, due to heat addition (to the steady subsonic flow) the 
suspension pressure must decrease [14], This indeed is the case 
as is evident from Fig. 7. 

Summary and Conclusions 

The conservation equations for a suspension composed of 
oxygen gas and solid carbon particles through which a normal 
shock wave is passing with a constant velocity, were for­
mulated and solved numerically. It was shown that the carbon 
particle burning caused by the relatively high postshock wave 
gas temperature has a major effect on the suspension proper­
ties in the relaxation zone and on the eventually reached 
postshock equilibrium state. For example, it was shown that 
higher temperatures and velocities are obtained in the relaxa­
tion zone of the burning suspension as compared with a 
similar inert case. On the other hand, the static pressure and 
gas density of the burning suspension are lower than the values 
obtained for a similar inert case. In the considered case (M = 
5, P0 = 50 torr, D0 = 100 jim and -q = 0.05) the postshock 
equilibrium suspension temperature is 60 percent higher than 
that obtained in a similar inert case, the equilibrium velocity is 
almost double that of the inert case and the postshock 
equilibrium suspension pressure is 20 percent below the inert 
suspension value. In addition to its effect on the suspension 
properties, burning of the carbon particles significantly ex­
tends the relaxation zone. The ratio between the lengths of the 
kinetic relaxation zones for active and inert suspensions is 
about four. 
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Parameters Affecting the 
Postshock Wave Relaxation Zone 
in an Oxygen Carbon Particle 
Suspension 
A parametric study was conducted regarding the effects of the initial carbon concen­
tration, the initial carbon particle diameter, the shock wave Mach number and the 
preshock suspension pressure on the suspension behavior in the relaxation zone. The 
suspension was composed of oxygen gas seeded with small carbon particles. It was 
found that changing either the initial carbon concentration or the shock wave Mach 
number has a marked effect on the suspension behavior in the relaxation zone and 
on the eventually reached postshock equilibrium state. Changes in the initial carbon 
particle diameter (at a constant shock wave Mach number and carbon concentra­
tion) has no effect on the postshock equilibrium state, but it does affect the way in 
which the suspension reaches this equilibrium state. Changes in the preshock suspen­
sion pressure has only minor effects on the suspension behavior in the relaxation 
zone. 

Introduction 

In an earlier paper, Elperin, Igra and Ben-Dor [1] analyzed 
the problem of a normal shock wave propagating into a car­
bon particle laden gas. In particular, the effect of the carbon 
particle combustion on the postshock wave flow field was 
studied. In that paper [1], the conservation equations for a 
suspension subjected to normal shock waves were formulated 
and solved numerically. The effect of the carbon particle com­
bustion was assessed by comparing the obtained numerical 
results with results obtained for a similar inert suspension 
case. It was shown that the carbon combustion has a major ef­
fect on the postshock suspension flow, e.g., it causes an in­
crease in both the gas and the carbon temperatures and 
velocities and a decrease in the suspension pressure. In addi­
tion, it significantly extends the relaxation zone in comparison 
with a similar inert suspension. 

The purpose of the present paper is to study the effects 
associated with changes in the initial carbon particle mass con­
centration r\, the initial diameter of the carbon particles D0, 
the shock wave Mach number M, and the preshock suspension 
pressure P 0 on the suspension behavior in the relaxation zone. 

The theoretical background given in reference [1] is valid 
for the present study; for the sake of brevity it is not repeated 
here. In the following, numerical results obtained from the 
solution of [1, equation (l)-(9)] are given and discussed. A 
complete set of all the obtained results are given in reference 
[2]. 

Contributed by the Fluids Engineering Division and presented at the 10th In­
ternational Colloquium on Dynamics of Explosion and Reactive Systems, San 
Francisco, CA, August 4-9, 1985 of THE AMERICAN SOCIETY OF MECHANICAL 

ENGINEERS. Manuscript received by the Fluids Engineering Division, September 
24, 1984. 

Results and Discussion 

In order to assess the effects on the suspension flow in the 
relaxation zone associated with changes in -q, D0, M, and P0, 
[1, equations (l)-(9)] were solved numerically for the follow­
ing initial values: 

Initial carbon particle to gas mass ratio: 17 = 0.001, 0.01, 
0.05; 

initial particle diameter: D0 = 50, 100, 200 /xm; 
incident shock wave Mach number: M = 2, 5, 8; 
preshock wave suspension pressure: P0 = 50, 380, 760 torr; 
preshock wave suspension temperature of T0 = 300 K. 

The obtained results are shown in Figs. 1-14 in a nondimen-
sional form, i.e, the temperatures were normalized by the 
preshock suspension temperature (T0 = 300 K), the velocities 
by the preshock speed of sound (a0 = 330 m/s), the densities by 
the preshock gas density (p0 = 0.086 kg/m3) and the pressures 
by the preshock suspension pressure (P0 = 50 torr). In the 
following, the effects associated with each individual change 
are shown an discussed separately. 

Changes in the Initial Carbon Particle Concentration. The 
effects that changes in the initial carbon particle concentration 
have on the gaseous (T) and solid (T) phase temperatures are 
shown in Fig. 1. Large 17's mean large initial carbon content in 
the suspension. This in turn results in a release of relatively 
large amounts of heat during the carbon combustion. Ob­
viously, the availability of large amounts of heat will affect the 
thermal and the kinematic state of the suspension. It is clear 
from Fig. 1 that this indeed is the case. For the smallest initial 
carbon concentration (17 = 0.001), the temperature variations 
in the relaxation zone are similar to that observed in a similar 

360/Vol. 108, SEPTEMBER 1986 Transactions of the ASME Copyright © 1986 by ASME
  Downloaded 02 Jun 2010 to 171.66.16.65. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



X ( m ) 

Fig. 1 Gas temperature (T) and carbon temperature (T) variations in the 
relaxation zone for M = 5, D 0 =100 nm and P 0 =50 torr; 
i) = 0.001, i) = 0.01, r, = 0.05 

inert suspension (shown in [1, Fig. 3]). As r/ increases, the 
amount of heat released during the carbon combustion also in­
creases. This results in an increase in the temperature of the 
gaseous phase of the suspension (see Fig. 1). Forced heat con­
vection from the gaseous phase to the carbon particles causes 
the carbon particle temperature to rise as well, until an 
equilibrium state is reached at the end of the relaxation zone. 
The larger is t), the higher both Tand T become (see Fig. 1). 
Since greater amounts of heat are being transferred between 
the two phases as rj increases, it is expected that longer relaxa­
tion zones will be associated with increasing Vs. It is apparent 
from Fig. 1 that when -q = 0.05, the thermal relaxation zone is 
about 70 m long; it is reduced to about 45 m for r\ — 0.001. The 
effects of changing -q on the gas (u) and the carbon particles (v) 
velocities in the relaxation zone are shown in Fig. 2. Some of 
the thermal energy released during the carbon combustion 
manifests itself as an increase in the suspension kinetic energy, 
as is evident from Fig. 2. The larger -q is, the higher the 
postshock wave equilibrium suspension velocity becomes. For 
1} = 0.001, a postshock wave equilibrium suspension velocity is 
reached relatively rapidly (at x=* 13 m) and it is about 2 percent 
higher than that obtained for a similar inert case. When the 
carbon particle concentration is raised to r/ = 0.05, the 
postshock equilibrium velocity is doubled and the extent of the 
relaxation zone is almost quadruplicated in comparison with a 
similar inert suspension case (shown in [1, Fig. 4]). 

Increasing the initial carbon concentration in the suspension 
decreases the density of the gaseous phase pg in the relaxation 
zone, as is evident from Fig. 3. This should be expected from 
observing the continuity equation for a steady, one-
dimensional suspension flow, i.e., pBu + pcv = constant. After 

X ( m) 

Fig. 2 Gas velocity (u) and carbon velocity (v) variations in the relaxa­
tion zone for M = 5, D0 = 100 />m and P0 = 50 torr; ij = 0.001, 

i) = 0.01, i) = 0.05 

X ( m ) 

Fig. 3 Density variations of the suspension gases in the relaxation 
zone for M = 5, D0 = 100 P m and P 0 =50 torr; >j = 0.001, 

7 = 0.01, 7 = 0.05 

the carbon ignition u~v (see Fig. 2) and the continuity equa­
tion can be approximated by (pg+pc)u = constant. It was 
shown that increasing rj results in higher M'S; therefore 
(pg + pc) must decrease. The largest value of t\ is 0.05 in-

Nomenclature 

D = diameter of the carbon 
particle 

M = shock wave Mach number; 
mass 

N = number of carbon particles 
P = pressure 
R = gas constant 
T = temperature of the gaseous 

phase 
u = velocity of the gaseous phase 

v = velocity of the solid phase 
(carbon particles) 

7 = ratio of specific heat 
capacities of the gas 

7\ = preshock wave carbon dust to 
oxygen gas mass ratio 

p = density 
pc = spacial density of the carbon 

• particles 
Pco, = density of the C 0 2 gas 

pg = density of the gaseous phase 
p0 = density of the oxygen gas 
ac — carbon density 

T = temperature of the solid phase 
(carbon particles) 

Subscripts 
0 = preshock wave conditions 
/ = frozen conditions reached im­

mediately behind the shock 
front 
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Fig. 4 Carbon density variations in the relaxation zone lor M = 5, 
D0 = 100 Pm and P o =50 torr; ij = 0.001, i, = 0.01, 

0 10 20 30 40 50 60 70 80 

X(mj 

Fig. 5 Pressure variations in the relaxation zone tor M = 5, D0 = 100 pm 
and P 0 =50 torr; 5 = 0.001, i; = 0.01, 
5 = 0.05 

dicating that pg>>pc. Therefore, in order to ensure the 
decrease of (pg + pc)y Pg must decrease as shown in Fig. 3. On 
the other hand, the larger T? is, the more carbon is present in 
the suspension; this results in larger values for pco , see Fig. 3. 

The variations in the carbon spatial density pc in the relaxa­
tion zone are shown in Fig. 4. Obviously, at the end of the 
relaxation zone pc = 0 (end o" combustion) for all three cases. 
However, the larger -q is, the larger pc becomes, as could be 
expected. 

The effect that changes in the initial carbon concentration 
have on the suspension pressure is shown in Fig. 5. It is evident 
that the highest postshock wave equilibrium suspension 
pressure is associated with the smallest 17 (r/ = 0.001), while the 
lowest postshock equilibrium suspension pressure is obtained 
for the largest ij (j; = 0.05). This behavior can easily be ex­
plained by observing the momentum conservation equation 
for a steady, one-dimensional suspension flow, i.e., 
P + PgU1 + pcv

2 = C3. The continuity equations for the gaseous 
and solid phases are: pgu = Cx and pcv = C2, respectively. 
Combining these with the momentum conservation equation 
yields, P+Clu + C2v = C3 where C,, C2, and C3 are con-

0 
0 10 20 30 40 50 60 70 80 

Xlm) 

Fig. 6 Gas temperature (T) and carbon temperature (7) variations in the 
relaxation zone tor M = 5, 5=0.01 and P0 = 50 torr; D0 = 50 
(«m, D 0 = 100(im, D 0 =200 / im 

stants. It was shown (in Fig. 2) that the higher r/ is, the higher u 
and v become. It is therefore expected that increasing the car­
bon concentration will reduce the suspension pressure. The 
fact that P decreases with increasing r/'s should be expected 
since for a one-dimensional, steady subsonic flow, heat addi­
tion results in a decrease in static pressure. As the amount of 
heat addition increases (larger r/'s), the static pressure further 
reduces; as is evident from Fig. 5. 

Changes in the Initial Diameter of the Carbon Par­
ticles. The effects that changes in the initial diameter of the 
carbon particles have on the suspension properties in the relax­
ation zone are shown in Figs. 6 to 11. Three different initial 
diameters were examined: D0 = 50 tun, 100 /xm, and 200 /xm. 
For all three cases TJ = 0.01, M = 5, P0 = 50 torr, and T0 = 300 
K. The three cases have the same initial carbon content, 
ij = M c / M 0 =0.01 and the initial oxygen mass M 0 is iden­
tical for the three cases (it depends solely upon T0 and P0 via 
the equation of state). Therefore, changing the initial carbon 
particle diameter affects the number of carbon particles pre­
sent in the suspension, but not their initial mass 
(Mc=47r.D()<7cA'/3, where D0 and ac are the carbon particle 
initial diameter and density, respectively, M c and Nare the in­
itial total carbon mass in the suspension and the number of 
carbon particles, respectively). Since all cases have the same 
value of M c , it is expected that the carbon combustion will 
release the same amount of thermal energy. However, it will 
take different times (and lengths) until this energy is released 
since the number of carbon particles and their size is different 
in each case. 

The variations in the gas (7) and the carbon particles (T) 
temperatures in the relaxation zone are shown in Fig. 6. As 
could be expected, the smaller the particle is, the faster it 
disappears via burning. However, since the same carbon con­
tent appears in all three cases and so does their initial 
temperature, it is expected that the same postshock wave 
equilibrium suspension temperature will be reached in the 
three cases. This is indeed the case as can be seen from Fig. 6. 
(For D0 = 200 /xm a postshock wave equilibrium suspension 
temperature is reached only after 194.8 m behind the shock 
front; not shown in Fig. 6.) 

The initial carbon particle diameter has a direct effect on the 
particle volume and its mass; it will, therefore, influence the 
drag and inertia forces. These forces affect the particle veloci­
ty in the relaxation zone, as is evident from Fig. 7. However, 
while the inertia force is proportional to Z?3, the drag force is 
approximately proportional to D2. Therefore, the smaller par­
ticles will experience a relatively larger drag force while their 
inertia force will be relatively small. As a result, the smaller 

/ " \ 

/ \ 

/ \ 
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Fig. 7 Gas velocity (u) and carbon velocity (v) variations in the relaxa­
tion zone for M = 5, ij = 0.01 and P 0 =50 torr; D 0 = 5 0 ^m, 

D0 =100/im, D 0 = 2 0 0 A»m 

Fig. 8 Density variations of the suspension gases in the relaxation 
zone for M = 5, 9 = 0.01 and P0 = 50 torr; D 0 =50/ im, 
D0 = 100 /*m, D 0 = 200 pm 

St 

Fig. 9 Carbon density variations in the relaxation zone for M = 5, 
i) = 0.01 and P0 = 50 torr; Do = 50 pm, D0 = 100 ^m, 

D0 = 200 nm 

X ( m ) 

Fig. 10 Variations in the carbon particle diameter in the relaxation 
zone for M = 5, i) = 0.01 and P0 = 50 torr; D0 = 50 pm, 
D 0 = 100/tm, D 0 =200/«m 

the particle is, the greater its deceleration becomes to result in 
a relatively short kinematic relaxation zone (see Fig. 7). Since 
the total carbon mass is the same for all three cases, they all 
reach the same postshock wave equilibrium suspension veloci­
ty (the equilibrium state for D0 = 200 fim is not shown in Fig. 
7). 

The density variations experienced by the various suspen­
sion components are shown in Figs. 8 and 9. As could be ex­
pected, the smaller carbon particles (D0 = 50 urn) burn faster 
to result in a relatively short relaxation zone. For D0 = 50 pxa 
the carbon particles disappear (via burning) after less than 20 
m (see Fig. 9); at this distance p0 and pCOl reach their 
postshock wave equilibrium values (see Fig. 8). On the other 
hand, it takes close to 200 m, measured downstream of the 
shock front, for the larger carbon particles (£>0 = 200 /*m) to 
burn out completely (out of scale in Fig. 9). As previously 
observed, for velocities and temperatures, here, too, the same 
postshock wave equilibrium densities (pg, p0l, and pcc,2) will 
be reached for all three cases since all have the same initial car­
bon mass in the suspension. (The postshock wave equilibrium 
value for pc is, of course, zero since the carbon particles are 
completely burnt out at the end of the relaxation zone.) The 
variations in the carbon particle diameter in the relaxation 
zone are shown for the three different initial particle diameters 
in Fig. 10. As already observed in Fig. 9, the smaller particles 
disappear faster than the larger ones. 

The effect of the initial particle size on the pressure varia­
tions in the relaxation zone is shown in Fig. 11. Again, the 
smaller the particle is, the faster a postshock wave equilibrium 
suspension pressure is reached. However, the same 
equilibrium pressure is reached eventually for the three cases. 
In summary, changes in D0 mainly affect the suspension 
behavior inside the relaxation zone; they especially affect the 
extent of this zone. The smaller D0 is, the shorter the relaxa­
tion zone becomes. However, changes in D0 do not affect the 
eventually reached postshock wave equilibrium state (for con­
stant values of i) and M). 

Changes in the Shock Wave Mach Number. Changes in 
the shock wave Mach number have a marked effect on the 
suspension properties in the relaxation zone. This is due to the 
fact that the frozen temperature (reached immediately behind 
the shock front) strongly depends upon M; see the Rankine-
Hugoniot shock relations [3]. The carbon combustion will 
take place in the relaxation zone only if the postshock wave 

Journal of Fluids Engineering SEPTEMBER 1986, Vol. 108/363 

Downloaded 02 Jun 2010 to 171.66.16.65. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



X(m) 

Fig. 11 Pressure variations in the relaxation zone for M = 5, ij = 0.01 and 
P0 = 50 torr; 
D0 = 200 fim 

. D0 = 50 pm, . D0 = 100 fim, 

T X 

Fig. 12 Gas temperature (T) and carbon temperature (T) variations in 
the relaxation zone for >) = 0.01, P0 = 50 torr and D0 = 100 ^m; 
M = 2, M = 5, M = 8 

gas temperature reaches the carbon ignition temperature. It 
should therefore be expected that a critical shock wave Mach 
number exists. Below this value, the suspension remains inert 
(no carbon combustion) while above it the carbon burns 
throughout the relaxation zone. Fcr the combustion model 
used [1], the critical shock wave Mach number was found to 
be equal to 2.75 (provided that T0 = 300 K). 

The temperature variations in the relaxation zone are shown 
in Fig. 12 for three different shock wave Mach 
numbers-M = 2, 5, and 8. (Eight was chosen as the upper 
limit for M since the present work treats the gaseous phase as 
an ideal gas.) It is clear from this figure that for M = 2, the 
suspension behaves as an inert one since the postshock wave 
gas temperature does not reach the carbon ignition 
temperature. For M = 5 and 8, the carbon particles burn in the 
relaxation zone to result in an increase in both Tand r in com­
parison with the inert case, see Fig. 12. The larger M is, the 
higher both T and T becomes. This is expected since larger 
values of M mean higher postshock wave frozen gas 
temperatures [3]. The carbon burning further increases the 
temperature of the suspension components. 

The variations in the other flow properties, in the relaxation 

Fig. 13 Gas temperature (7) and carbon temperature (T) variations in 
the relaxation zone for M = 5, D0 = 100 pm and TJ = 0 .01 -
P0 = 50 torr,. _ _ Pn = 380 torr, = 760 torr 

Fig. 14 Gas velocity (u) and carbon velocity (v) variations in the relaxa­
tion zone for M = 5, D0 = 100 pm and 9 = 0.01; P 0 =50 torr, 

P0 = 380 torr, P0 = 760 torr 

zone, will have similar patterns, i.e., for M = 2 the suspension 
will behave like an inert one while for M = 5 or 8 the carbon 
burning will significantly affect the suspension properties in 
the relaxation zone. Detailed results for the variations in 
velocity, density, pressure, and the carbon particle diameter 
can be found in reference [2]. 

Changes in the Preshock Suspension Pressure. In the last 
set of numerical results, the dependence of the suspension pro­
perties in the relaxation zone on the preshock suspension 
pressure are shown. The Rankine-Hugoniot shock relations 
relate the pressures across the shock front [3], 

/ 
7 + 1 

M 2 - 7" 1 

7 + 1 

where P0 and Pf are the pressures ahead and immediately 
behind the shock wave front, respectively; 7 and M are the 
ratio of specific heat capacities and the shock wave Mach 
number, respectively. It is apparent from this expression that 
the higher P0 is the larger Pf becomes, provided that all other 
parameters are kept constant. The temperature ratio across 
the shock front is given by [3]. 
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Since T0 is kept constant (T0 = 300 K) in the present study, it is 
clear that Tf depends solely upon M. As a result, for a given 
M, the equation of state for an ideal oxygen gas (P = p0z R0 T) 
indicates that increasing P0 will cause an increase in p 0 z (on 
both sides of the shock front). However, the carbon burning 
rate increases with increasing oxygen density [1]. Therefore, it 
should be expected that increasing P0 should shorten the ex­
tent of the relaxation zone. This is indeed the case as is evident 
from Figs. 13 and 14 where the temperature and velocity varia­
tions in the relaxation zone are shown. The more intense burn­
ing, caused by higher oxygen content in the suspension 
(associated with increasing />„), will cause higher gas (7) and 
carbon (r) temperatures and velocities in the relaxation zone 
(see Figs. 13 and 14). However, the postshock wave 
equilibrium suspension temperature and velocity are practical­
ly independent of P0. The more intense burning caused by 
higher oxygen density immediately behind the shock front 
(associated with higher P0's) will cause a faster depletion in 
the combustion reactants. On the other hand, intense carbon 
burning will produce C 0 2 faster, to result in higher values of 
pc0 in the relaxation zone. Detailed descriptions of the varia­
tions in ps, p0 , pc, and pco can be found in reference [2]. It 
is also shown there [2] that changes in P0 mildly affects the 
pressure variations in the relaxation zone, i.e., the higher P0 

is, the lower the suspension pressure becomes. However, the 
eventually reached postshock wave equilibrium pressure is 
practically independent of P0. 

Conclusions 

In the preceding parametric study, the dependence of the 
flow properties of the suspension in the relaxation zone on the 
initial carbon concentration, the initial carbon particle 
diameter, the shock wave Mach number and the preshock 
wave suspension pressure were evaluated, it was found that 
changes in the initial carbon concentration and/or the shock 
wave Mach number have a marked effect on the suspension 
properties, while changes in the initial carbon particle 
diameter and/or the preshock suspension pressure have only a 
minor effect on the suspension behavior in the relaxation 
zone. Specifically, increasing the initial carbon concentration 
(at M = 5) significantly increases the thermal energy released 

during combustion and thereby markedly affects the 
temperature and velocity variations in the relaxation zone. 
When i] is changed from -q = 0.001 to r) = 0.05 the postshock 
equilibrium suspension temperature increases by 50 percent 
and the equilibrium suspension velocity by 100 percent. 

Changing the carbon particle initial diameter (at constant M 
and t]) does not affect the postshock equilibrium suspension 
state. However, it does affect the way in which the suspension 
approaches this equilibrium state. The smaller the carbon par­
ticle is, the shorter the relaxation zone becomes. For DQ = 50 
/*m it takes about 20 m to reach the postshock equilibrium 
state; it takes almost 200 m when D0 = 200 /jm. 

The shock wave Mach number plays a key role in the 
kinematic and thermodynamic behavior of the postshock 
wave suspension flow. For a relatively low shock wave Mach 
number, the gas temperature reached immediately behind the 
shock front is too low for carbon ignition, and the suspension 
remains inert. For the carbon burning model used, the critical 
shock wave Mach number was found to be M = 2.75 (provided 
that T0 = 300 K). Above this value, combustion takes place 
and the suspension behavior is strongly dependent upon the 
specific value of M. For example, when M is increased from 
five to eight, the postshock wave equilibrium suspension 
temperature is more than doubled and so is the postshock 
equilibrium suspension pressure. Changes in the preshock 
suspension pressure will mildly affect the suspension behavior 
in the relaxation zone. Increasing P0 increases the oxygen den­
sity immediately behind the shock front and thereby inten­
sifies the carbon burning. It does not affect the postshock 
equilibrium suspension temperature and velocity. 

It should be noted here, that the present model assumes a 
perfect gas behavior of all the gaseous components. In reality, 
at the temperatures obtained in this study COa and 0 2 will 
partially dissociate. This dissocation processes will be 
associated with reduction of the postshock temperatures. 
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Cavitation Nuclei Measurements 
With an Optical System 
Many recent experiments have shown the significance of cavitation nuclei, i.e., gas 
bubbles and/or particulate; however, progress in making quantitative predictions of 
cavitation depends upon some knowledge of cavitation nuclei properties such as 
shape, size distribution and concentration. Thus, research has also been concerned 
with developing measuring systems that give the statistics of the cavitation nuclei 
distribution. There are many different systems currently being developed; however, 
only the accuracy and application of the light-scattering technique initially 
developed by Keller is addressed in this paper. A model is formulated based on ap­
propriate statistical analysis that defines the accuracy for a given sample size. Very 
good agreement has been found between microbubble distributions measured with 
the light-scattering system and with holography. Microbubble distribution data were 
obtained in the 305 mm water tunnel for different air content levels, tunnel static 
pressures and several tunnel velocities. These data are compared to nuclei distribu­
tions obtained at other facilities. 

Introduction 

Cavitation nuclei is a general term used to refer to the im­
purities that cause weak spots in liquid and thus prevent the li­
quid from supporting higher liquid tensions. Various forms of 
cavitation nuclei have been theorized; however, they can be 
considered in one of two groups, i.e., stream nuclei and sur­
face nuclei. Stream nuclei exist in the liquid in such forms as 
solid particulates or microbubbles. Surface nuclei originate in 
the surface of the fluid boundary, by means of cracks and 
crevices in the boundary. Many experimental investigations 
(i.e., see references [1] and [2]) have shown that stream nuclei 
are a more important source of cavitation nuclei. An excellent 
review of cavitation nuclei and its qualitative relationship to 
cavitation inception is given by Holl [3]. 

An evaluation of the cavitation inception characteristics of 
a body was determined by conducting "standard" cavitation 
tests at many facilities for the ITTC [4]. Results show that the 
fluid dynamics, i.e., boundary layer, turbulence, etc., and the 
bubble dynamics, i.e., stream nuclei, do significantly in­
fluence cavitation inception. As a direct result, many subse­
quent experiments have been conducted in order to establish 
the relative importance of the fluid dynamics and bubble 
dynamics. The work of Arakeri and Acosta [5] and Van der 
Meulen [6] clearly demonstrates the role of boundary layer 
separation on cavitation inception. In other work of Kuiper 
[7], Billet and Gates [8], Ooi [9], and Katz [10] the importance 
of stream nuclei has been established. A recent interview of 
cavitation inception is given by Shen and Peterson [11]. 

During this same period, work has begun on developing 
techniques to measure cavitation nuclei. Two significantly dif­
ferent approaches have been developed. One is to measure the 
particulate/microbubble distributions by utilizing acoustical 
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[12, 13], electrical [14, 15], or optical techniques [16-19]. The 
other approach measures a rate of cavitation events for a li­
quid under various tensions and establishes a cavitation 
susceptibility [20-22]. 

The two most popular techniques applied to par­
ticulate/microbubble measurements are the optical technique 
such as holography, light-scattering, phase detection, 
photography, etc. and the acoustic technique. A review of 
some of these methods is given by Morgan [23] and Peterson, 
et al. [24]. Several good comparisons of optical techniques 
have been made by Peterson et al. [24], Billet and Gates [25], 
and Katz, et al. [26]. Another recent comparison that includes 
both approaches is given by Godefroy et al. [27], 

From a review of the comparisons, it becomes evident that 
each technique has some disadvantages which lead to inac­
curacies in measurements. It is not the intent here to discuss 
these advantages/disadvantages but to address the question of 
how accurate measurements can be made of a statistical pro­
cess. This of course brings up the question of accuracy re­
quired to correlate cavitation inception data. 

An analysis has been developed for the light-scattering 
technique in order to estimate measurement accuracy. This 
technique is one of the more popular techniques and has been 
utilized in a system developed at ARL/PSU [28, 29] to 
discriminate between particulate and microbubbles. 

Light-Scattering System 

System Configuration. A light-scattering system has been 
developed that utilizes the laser light-scattering technique in­
troduced by Landa and Tebay [37] and Keller [16] and is 
shown schematically in Fig. 1. This system is based on the rela­
tionship between the radius of a scattering sphere and the scat­
tered intensity. A comparison between experimental data and 

366/ Vol. 108, SEPTEMBER 1986 Transactions of the ASME Copyright © 1986 by ASME
  Downloaded 02 Jun 2010 to 171.66.16.65. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



PULSE HEIGHT r 

ANALYZER L 

SIGNAL 

CONDI­

TIONER 

5 PULSE HEIGHT 

' COMPARATOR 

SLOT 

APERTURE 

P \ - t - - \ - ' ' f i " A "•"•---,J|—I r̂ lSIGNAL 
<-'- \ j y ~ - ~ y _ U _ - - - I—I I 'CONDITIONER 

PHOTOMULTIPLIER TUBE 

TEST 
SECTION 

SLOT 

APERTURE 

SCATTERING 

BEAM 
PHOTO-

MULTIPLIER 

TUBE 

LENS 

- 0 
Fig. 1 Schematic of light-scattering system 

Mie theory [30, 31] is given in Fig. 2. In this figure, the ex­
perimental data were obtained by injecting polystyrene 
spheres into the center of the probe volume in a tank of water 
and measuring the maximum intensity at a position 90 deg to 
the beam axis. Because the collection efficiency of the scat­
tered light is unknown, a comparison can only be made by 
normalizing the data by the appropriate measured/calculated 
intensity of a 21 um sphere (I2\). The calculations were made 
for the polystyrene sphere in water for the parameters listed in 
Fig. 2. Some deviation can be noted between theory and data 
as the diameter approaches the wavelength of the incident 
light. 

An on-line method was developed to discriminate between 
the light scattered from microbubbles and particulates. An 
analytical investigation [28] showed that using the asymmetry 
of the particulate relative to the postulated spherical symmetry 
of the microbubbles discrimination can be accomplished by 
comparing intensities scattered at opposing angles. Ex­
perimental results [32] obtained in a water tunnel environment 
confirm that discrimination can be obtained when the results 
were compared to holographic data. This comparison was on­
ly done in the 20 to 100 am diameter size range. However, 
discrimination is only necessary when the particulate popula­
tion is significant when compared to the microbubble 
population. 

The system is based on the principle that the measured max­
imum scattered intensity of a microbubble as it passes through 
a light beam can be uniquely related to the size of the 
microbubble and thus, the light-scattering system operates in 
the following manner. The light scattered by a microbubble as 
it passes through the probe volume is collected by a lens and is 
focused on a photomultiplier tube (PM). The PM has an aper­
ture which restricts one dimension of the probe volume. The 
output of the PM goes through a signal conditioner. The pulse 
height processor now accepts the conditioned pulse, assesses 
the amplitude of each detected pulse and sorts the pulses into 
programmable classification channels until a predetermined 
total number of pulses is achieved. A display then gives the 
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Fig. 2 Comparison between calculated and measured scattered inten­
sities for spheres in water 

number of pulses in each classification channel. Each 
classification channel corresponds to a microbubble size range 
which is determined by a calibration procedure. The number 
per unit volume is obtained from the reference velocity, 
measuring time and dimensions of the probe volume as de­
fined for each classification channel. 

The calibration procedure consists of injecting polystyrene 
spheres having a nominal diameter of 21 urn through the 
center of the probe volume and measuring the maximum 
detected amplitude in situ. Because of a difference in scatter­
ing characteristics, the amplifier gain is adjusted so that the 
amplitude for the 21 um polystyrene sphere corresponds to the 
higher amplitude of a 21 um air bubble on the predetermined 
calibration curve for air bubbles. This air bubble curve was 
obtained in a similar manner as shown in Fig. 2 for 
polystyrene spheres in water. Comparisons were made be­
tween experimental data with air bubbles in water and Mie 
theory using a relative refractive index of 0.750 by normalizing 
the data curves with the appropriate measured/calculated in­
tensity of a 21 um bubble. It is important to note that the nor­
malized Mie curve for the polystyrene spheres is different than 
that for the air bubbles. The probe volume is determined by 

A 
B 
C 

D 
G 

n 
N 

Nomenclature 

voltage amplitude 
constant 
column matrix of detected 
count rates 
sphere diameter 
gain of the photomultiplier 
and associated electronics 
intensity of the light beam 
in the control volume 
scattering response 
function 
index of refraction 
column matrix of detected 
count rates 

N = number density func­
tion (see equation (6)) 

n = index of refraction 
r = effective optical distance 

from particle to 
photomultiplier 

R = radius of bubble 
ASy = equivalent cross-sectional 

area of the measuring 
vo lume which yields 
amplitudes in the range Aj 
to At + AAj for 
microbubbles having nor­
malized response functions 
in the range Fj to Fj + AFj 

U = 
x,y = 

a = 

X = 
ij = 

fi = 

Subscripts 

bulk velocity of the flow 
coordinates 
particle size parameter 
(xDA) 
light wavelength 
indices referring to the 
channel number 
solid angle into which light 
is scattered 

a = air 
W = water 

rel = relative 
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measuring the intensity distribution by a detector with a 10 nm 
diameter aperature in situ. 

The largest measurement inaccuracy in the light-scattering 
system is caused by the threshold determined by the elec­
tronics. Small changes in the amplitude near the threshold give 
rise to large size variations in the region below 10 /xm. In order 
to minimize this problem, a minimum size of approximately 6 
^m diameter was imposed which results in a dynamic range of 
80 to 6 /an for the system. 

Accuracy Analysis. The largest classifying error of the 
light-scattering technique is the tendency for spherical 
microbubbles of a given size to register numbers in not only 
the classification channel corresponding to that size but also in 
all channels lower than that size. This is due to the probe 
volume having a nonuniform light intensity. Figure 3A shows 
the normalized intensity of a mean 74 /im diameter bubble as it 

PHOBE VOLUME CHARACTERISTICS 
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•INTENSITY VERSUS DIAMETER 

NUCLEI SIMULATION 

MONTE CARLO METHOD 

•RANDOM LOCATION SELECTION IX,Yl 

-RANDOM SIZE SELECTION IDI 

MATRIX INVERSION 
CORRECTION PROCEDURE 

DETECTED CHANNEL DISTRIBUTION 

CORRECTED CHANNEL 
DISTRIBUTION 

COMPARE 
CORRECTED CHANNEL DISTRIBUTION 

WITH 
ACTUAL CHANNEL DISTRIBUTION 

Fig. A Schematic of probe volume statistical analysis 

passes along an axis normal to the light beam and Fig. 3B 
shows a bubble as it passes along the axis of the light beam. 
The intensity of the light beam was measured by traversing a 
detector with a 10 ^m aperature in the water. The bubble was 
generated by electrolysis and its size was verified by 
holography. The effect of the aperature located on the PM 
tube on the effective probe volume can be clearly noted. 

The net effect of the nonuniform light beam is that the 
count histogram does not reflect directly the actual distribu­
tion of size measured so that microbubble distributions cannot 
be measured with confidence. The amplitude of the voltage 
pulse produced by a photomultiplier as a result of a microbub­
ble entering the measuring volume of the light can be ex­
pressed as 

X2 

A = G—TTI(x,y)F(.a,n,nlei). (1) 

To correct for this, an inversion scheme that accounts for 
the nonuniformity of the light intensity in the probe volume 
has been applied to the technique. This mathematical method 
of evaluation was adapted from an analysis proposed by 
Holve and Self [33] and is documented in Yungkurth and 
Billet [29]. 

Thus, equation (1) can be generalized in terms of discrete 
classification channels as 

C^UASijNj. (2) 

It is important to note that the Su elements are simply 
probabilities. 

The actual data received in a microbubble-counting experi­
ment are the C, collected in the channels of the pulse height 
analyzer. The information desired is the microbubble density, 
Nj, thus equation (2) can be written as 

NJ=^Tc>AS«l (3) 

where ASjj1 is the inverse of the matrix AS,-,- in equation (2). 
Thus it can be noted from equation (3) that the nuclei number 
density in one channel is actually a weighted sum of the count 
rates from every channel. The matrix coefficients of equation 
(3) can be easily determined from measurement of the light in­
tensity distribution of the probe volume and the specification 
of the classification channel amplitudes. 

Even utilizing an inversion procedure to account for the 
nonuniformity of the light intensity, the question of system ac­
curacy cannot be answered. The system requires an ap­
propriate statistical sample of the microbubbles before the in­
version procedure can account for the nonuniformity of the 
light intensity distribution and the sample size must be ad­
dressed before the determination of the system accuracy can 
be made. 

A computer model of the probe volume - microbubble 
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distribution - inversion procedure interaction has been 
developed in reference [34], A schematic of the simulation 
program is shown in Fig. 4. The inputs to the program are the 
probe volume criteria and detector criteria. The output is the 
corrected channel distribution and actual distribution of the 
nuclei. The detector criteria involve specifying the size range 
of nuclei to be classified, the number of classification channels 
in which the nuclei are to be counted, the threshold level at 
which the nuclei will be detected and the calibration curve for 
intensity versus diameter. 

The nuclei similation is a Monte Carlo type program in 
which the size (diameter) and the location within the probe 
volume (x, y coordinates) are randomly determined. In addi­
tion, limits can be imposed on the size distribution so that 
numbers for a specific size can be maintained. 

The output of the program is the detected channel distribu­
tion, the corrected channel distribution and the actual size 
distribution. The inversion procedure is used to correct the 
detected distribution for the probe volume intensity 
distribution. 

Results clearly demonstrate the importance of probe volume 
intensity distribution and the channel resolution on sizing 
nuclei correctly. In addition, the accuracy of the light-
scattering system also depends upon the sample size. Several 
different probe volume intensity distribution such as Gaus­
sian, triangular and logarithmic were used in the simulation 
model. The Gaussian intensity distribution gave the best cor­
relation and Fig. 5 shows the correlation of the true nuclei 
distribution with the detector and the corrected count. For this 
result a sample size of only 1000 counts was used and only ten 
channels were utilized. The corresponding nuclei sizes are as 
follows: 

Channel No. 
1 
2 
3 
4 
5 
6 
7 

10 

Size, /tm-Maximum Diameter 
8 
10 
13 
17 
22 
29 
37 
48 
62 
80 

The relative widths of the channel were scaled 
logarithmically; that is, the upper limit amplitude, Ah of a 
given channel / was related to the upper limit voltage 
amplitude of the next channel, Ai+l, according to 

CORRECTED COUNT 

CHANNEL NUMBER 

Fig. 6 Gaussian intensity distribution data for 50 classification chan­
nels and 5000 count sample 

= 5 (4) 

where 5 = 0.6 for this model. By relating the channel widths 
logarithmically, only ten elements of the inversion matrix had 
to be determined. The Gaussian intensity distribution gave the 
best correlation because the Sl0 matrix element had a higher 
probability than any other single element. Thus, the nuclei had 
a highest probability of being sized correctly. 

The importance of channel width on the matrix procedure 
can be noted by comparing Fig. 6 to Fig. 5. In Fig. 6 the cor­
relation is given for 50 channels over the same size range 
shown in Fig. 5 (10 channels). Obviously, the best correlation 
can be obtained using only one channel. As channel number 
increases the matrix procedure has more errors. This is due to 
the fact that the probability of sizing a microbubble in the cor­
rect channel becomes smaller and smaller. More results of the 
nuclei simulation model are given in reference [34]. 

Clearly, the accuracy of any channel number depends, 
because of the matrix method, on the accuracy of the channels 
above it as well as its own inherent error. While the uncertain­
ty in S, is dependent upon the accuracy of the measurement of 
the laser beam cross-section intensity distribution, it might be 
agreed that the measurement of the intensity distribution 
should be less than approximately ±2 percent. Thus, the er­
rors are mostly due to the counting statistics in the form of the 
number counted (C,) and the probabilities (S,-). 

It is difficult to define the random counting errors of this 
complex process; however, assuming that Poisson statistics 
can be used for desired confidence levels, an approximate ex­
pression for a 95 percent level is given as 

AC,- 2 

C, VQ- (5 ) 

Using equation (5) an error analysis [34] shows possible large 
counting error when a channel has only a few counts. If the 
next lower channel has a larger number of counts, the effect of 
the error of the higher channel will be reduced. Since typical 
microbubble populations in water have very few large 
microbubbles and many small microbubbles, the propagation 
of errors through the matrix inversion method is minimized. 
However, equation (5) can only be utilized with a large sample 
size, i.e., channel counts in the order of 1000 or greater. 

One cannot insure a minimum sample size in a channel in 
order to satisfy the criteria for equation (5). Thus, a number 
of computer runs was done with the model in which only the 
sample size was varied in order to address the accuracy ques­
tion for small sample sizes. Four groups of 30 runs each were 
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Table 1 Nuclei simulation data in terms of percent error with 1000 
count samples 

Run NO. 

1 
2 
3 
4 
5 
6 
7 
8 
9 
in 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 

Total Counts 
Actual Distribution 
Predicted Distribution 

1_ 

-15.3 
10.5 
4.8 
17.0 
-0.8 
6.3 
4.1 
-0.5 
11.3 
13.6 
3.9 

-13.4 
-0.4 
1.3 
2.1 

-3.3 
-5.9 
-6.6 
6.4 
1.0 

-12.1 
-2.1 
4.2 
-1.3 
7.8 

-8.0 
23.4 
20.7 
-3.3 
10.9 

38530 
39483 

2_ 

21.4 
-29.1 
15.8 

-15.6 
1.3 

-16.3 
-8.8 
2.3 

-0.1 
-20.2 
-21.8 
-3.0 
12.2 

-16.2 
3.6 
9.9 
2.1 
13.2 

-19.1 
-21.0 
-3.8 
-0.5 
0.4 

-10.3 
16.0 
6.9 
2.7 
8.5 

-18.0 
-19.3 

22722 
21929 

3 

13.5 
19.3 

-22.1 
-6.1 
-0.5 
14.5 

-17.1 
-0.8 
-5.3 
3.6 
10.8 
6.0 

-18.4 
-10.8 
4.3 
-6.9 
-8.4 
-0.3 
16.8 

-26.6 
15.5 
-8.2 

-14.4 
-16.7 
-25.4 
-14.4 
-38.8 
-0.2 
7.1 

-14.2 

17266 
16421 

4 

-14.8 
9.9 
1.0 

19.8 
-18.9 

6.3 
32.5 
3.1 

-10.7 
13.7 

-21.6 
8.8 
10.7 
10.6 

-48.8 
-20.7 

2.4 
14.7 

-21.6 
27.6 

-28.5 
-4.3 
-28.1 
-5.4 
35.8 
5.9 
19.9 

-17.6 
10.7 
-4.8 

9485 
9455 

Chan 
5_ 

-11.5 
14.0 
13.8 

-67.2 
14.2 

-48.2 
-23.3 
-34.0 
-8.82 
13.0 
9.15 

-12.3 
-29.2 

2.2 
40.1 
10.6 

-13.6 
-45.1 
-9.7 
34.8 
25.1 
-3.6 
41.2 
9.0 

-15.8 
9.8 
-2.3 
-34.8 
-37.1 
0.6 

4914 
4673 

el No. 
6_ 

13.3 
-37.8 
-50.6 
-9.5 
-29.0 
43.0 
-30.0 
-37.2 
18.3 

-88.5 
12.2 
9.9 

-40.7 
-6.2 
-34.9 
-52.3 
16.3 

-27.3 
-22.0 
-1.3 
40.5 
-4.3 
20.5 
-9.4 
-80.3 
-73.2 
-26.9 
11.8 
21.7 

-61.9 

2558 
2118 

7 

-100.0 
-2.8 
28.9 
13.5 

-90.4 
-51.5 
29.7 
37.0 

-18.4 
57.7 
-33.3 
-46.2 
102.5 
-22.6 
-7.3 
91.3 

-16.7 
53.8 
44.4 

-16.7 
-44.8 
-18.6 
-51.2 
-5.7 
-35.0 

2.5 
-23.3 
-30.6 
-30.6 
57.9 

1115 
1070 

8 

-27.3 
-40.9 
40.0 

-31.6 
30.0 

-23.5 
-36.0 
106.7 
17.4 

-43.5 
-3.7 
-46.2 
-100.0 

20.0 
-100.0 
-93.3 
-12.5 
30.0 

-56.3 
16.7 

-13.3 
11.1 
100.0 
-63.6 
75.0 
5.3 
5.3 
52.4 
92.9 
0.0 

547 
489 

9 

100.0 
50.0 
50.0 

-66.7 
-50.0 
50.0 
125.0 

-100.0 
20.0 

-25.0 
-25.0 
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Fig. 7 Nuclei number density data for V = 6.1 m/s, P = 248.2 kPa in 305 
mm water tunnel 

made for sample sizes of 1000, 5000, 10,000, and 20,000. The 
data for the 1000 count cases are given in Table 1 in terms of 
percent error. As can be noted the random counting errors are 
very significant with small sample sizes. For larger sizes, the 
errors were smaller and some agreement was found with equa­
tion (5). 

Water Tunnel Nuclei Distributions. Measurements of 
microbubble/particulate distributions were made in the 305 
mm water tunnel of the Applied Research Laboratory at The 
Pennsylvania State University. This facility is described in 
detail in Reference [35]; however, it is important to note that 
the air content level in the tunnel is controlled by a degassing 
system. During these tests the air content level was varied from 
1.6 ppm to 8.9 ppm. At this level of air content, very few 
macroscopic gas bubbles were visible. In addition, the velocity 
range was 6.1 m/s to 19.3 m/s and the test section static 

~T~ ~T~ 

305 mm WATER TUNNEL 
VELOCITY, 6.1 m/sec 
PRESSURE, 103.4 kPa 

l u 10 20 30 40 50 60 70 
NUCLEI SIZE l / im OIA.I 

Fig. 8 Nuclei number density data for V = 6.1 m/s, P = 103.4 kPa in 305 
mm water tunnel 

pressure was varied from 68.9 kPa to 206.8 kPa. These condi­
tions approximate the normal operating conditions for this 
tunnel. 

Two of the 18 nuclei distributions measured in the tunnel 
are shown in Figs. 7 and 8. These nuclei distributions are ex­
pressed in terms of a number density function which is defined 
as 

-(R, 
7V> ' t*i*} 

number of particles per unit 
. volume with radii between 7?, and R2 

i?-, — R, 

(6) 

and are plotted versus nuclei diameter. 
It can be noted that a very good comparison was found be­

tween measurements obtained with the light-scattering system 
and holography. These holographic data were obtained with a 
Korad holocamera utilizing an in-line Fraunhofer technique 
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which was similar to that discussed in reference [11]. The bar 
lines shown on the light-scattering data in Fig. 7 indicate the 
95 percent confidence level using the model given in equation 
(5). In addition, the sample size for the light-scattering data 
was approximately 3,000 counts per sample. It is important to 
note that the light-scattering data were obtained using only 
one detector because the dirt concentration was very low due 
to filtering. 

The correlation shown in Fig. 8 is very good. It is important 
to note that at these conditions very few microbubbles were 
observed on the hologram and only 3000 counts were obtained 
by the light-scattering system. However, the accuracy of the 
light-scattering system is clearly a function of the number of 
counts in each classification channel. These data at D = 2l /xm 
show that the accuracy of the system is ±45 percent and at 
D~45 ixm the accuracy is ±100 percent. The nuclei concen­
tration at D — 45 /xm is only 0.05/cm3. 

A summary of water tunnel microbubble/particulate data is 
given in Table 3 where numbers of nuclei/cc are listed. It can 
be noted that in this water tunnel environment some trends 
can be observed. For a given velocity and air content level, the 
number of microbubbles changed little with static pressure. 
For a given air content level the microbubble concentration is 
almost independent of velocity and pressure. The largest 

ARNDT & KELLER 11976) 

U r - ' A I R CONTENT-12.5 ppm 

V KELLER & WEITEN00RF 

11976), GASSED WATER 

AIR CONTENT-30 ppm 

ARNDT & KELLER 

(1976), AIR CONTENT-

6.3 ppm 

variation in microbubble concentration was obtained by 
changing air content level. 

These data indicate that within this water tunnel environ­
ment these bubbles do not appear to be in equilibrium with the 
test section static pressure. This is not surprising because 
higher pressures exist in other parts of the tunnel and because 
of the pump, turning vanes, etc. The air content was varied by 
continuously degassing some of the tunnel water in a vacuum 
tank. In addition, this by-pass system has filters which will 
change the dirt concentration. 

A comparison of number densities with other data obtained 
from Katz [36] is shown in Fig. 9. Only the maximum number 
data of bubbles obtained with the holographic system are 
plotted. 

Summary 

Many experimental investigations at laboratories world­
wide have attempted to correlate cavitation nuclei data ob­
tained with various measurement systems with cavitation in­
ception data. The bulk of this literature demonstrates that this 
is a very difficult problem due to not only the statistical nature 
of cavitation but also to the complex interaction of bubble 
dynamics and fluid mechanics. For example, the sensitivity to 
nuclei determined for a hemispherical nosed body will be dif­
ferent than that found for a jet. It is extremely difficult to cor­
relate a small change in nuclei distributions to a change in 
cavitation inception. Therefore, it is equally difficult to deter­
mine the significance of the error in nuclei measurements on 
the observed variation in cavitation inception. 

The accuracy or confidence level of the data as measured by 
a light-scattering system is a complex interaction between ran­
dom counting errors and sizing errors (matrix element). An at-

Table 2 Summary of error data for log-normal bubble distribution 
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Fig. 9 Comparison of number density distribution data 
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Table 3 Nuclei data obtained in 305 mm water tunnel 

Velocity 
. / sec 

6.1 
6.1 
6.1 

12.2 
12.2 
12.2 

6.1 
6.1 
6.1 

12.2 
12.2 
12.2 
18.3 
18.3 
12.2 
12.2 
12.2 

Pressure 
kPa 

68.9 
103.4 
206.8 
103.4 
137.9 
206.8 

68.9 
103.4 
206.8 
68.9 

103.4 
206.8 
103.4 
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68.9 

103.4 
206.8 

Air Content 
Level 

ppm 

8.9 
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tempt has been made to establish this relationship so that the 
number of counts and size resolution can be established in 
order to obtain an accuracy in experiments. 

The accuracy of a nuclei measurement system that deter­
mines the number density of microbubbles/particulate is a 
complex function of not only the problem of errors in sizing 
but also of random counting errors. The number density func­
tion is formed from a finite number of classification channels 
as well as a finite number of samples. In most cases, the ran­
dom counting errors are much larger than errors in sizing. 
Thus, it is very difficult to obtain the accuracy in numbers and 
size distribution required to correlate cavitation variations 
without very large samples and reducing the number of 
classification channels. Decreasing the number of classifica­
tion channels improves the count accuracy; however, size 
resolution is lost. Large samples require long measurement 
times that are in most cases prohibited because of flow 
variations. 

An analytical model of the light-scattering system has been 
developed in order to investigate the complex relationship be­
tween sizing errors and random counting errors. Results show 
that accurate sizing of microbubbles can be accomplished with 
the probe volume having a Gaussian intensity distribution. 
The inversion procedure does account for probe volume inten­
sity variations; however, small size range resolution cannot be 
obtained with any acceptable accuracy. Errors are minimized 
by using larger classification channels whose channel widths 
are related logarithmically. 
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Cavitation in Large Scale Shear 
Flows 
Cavitation phenomena were studied in the shear layer behind a two-dimensional 
sharp-edged plate. Observations were made under stroboscopic light and by flash 
photography. The first traces of cavitation appear as a series of narrow long axial 
"strings" suggesting that the major contributor to cavitation inception is the 
longitudinal (axial) secondary shear layer eddy structure. In a more developed state 
the cavitation takes the form of a spanwise large eddy structure but the axial 
"strings" are still evident. The local cavitation inception indices based on the local 
velocity and pressure scatter between 1.0 and 1.4 when the water is saturated with 
dissolved air and vary between 0.8 and 1.2 when the air content is reduced to about 
30 percent of saturation. These results are in good agreement with a collection of 
other measurements behind sharp-edged disks that display a consistent increase of 
the inception index with the Reynolds number. 

Introduction 

The close relation between the turbulent flow field and 
cavitation phenomena around bodies with large separation 
regions has been observed by several investigators. Kermeen 
and Parkin (1957) and Arndt (1978), for example, in studies of 
cavitating flow behind sharp-edged disks found that inception 
of cavitation occurred in the free shear layer downstream of 
separation, and that the cavitation inception indices increased 
with the body Reynolds number. They also observed a span-
wise coherent eddy structure in the mixing layer and suggested 
that the onset of cavitation occurred in the low pressure region 
at the core of the vortices. 

A similar increase of cavitation inception index with the 
Reynolds number was observed by Arakeri (1979), who 
studied the flow around an axisymmetric body with a 
downstream facing step, by van der Muelen (1980) on 
hydrofoils at large angles of attack, and by Katz (1981), who 
studied the cavitating flow around blunt circular cylinders. 

Arndt (1976) attempted to explain this scaling trend of the 
inception indices by assuming that the onset of cavitation oc­
curred in the core of the large shear layer eddies and that the 
size of these eddies depended on the boundary layer upstream 
of separation. His model led to a semiempirical relation in 
which the cavitation index was proportional to the square root 
of the Reynolds number. However, numerous studies of plane 
shear flows by Brown and Roshko (1974), Konrad (1976), 
Breidenthal (1978), and Bernal (1981) have demonstrated that 
the size and strength of the large mixing layer eddies does not 
depend on the velocity above the shear layer, but only on axial 
distance from separation. The transition zone affected by the 
separating boundary layer is limited to a small region, at most 
approximately 1000 times the momentum thickness at separa­
tion (see Hussain and Zedan (1978) for details). Thus, the scal­
ing trend of the cavitation inception indices remains to be fully 
explained. 

Contributed by the Fluids Engineering Division for publication in the JOUR­
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division, March 28, 1985. 

The preceding investigations form a background for the 
present study of cavitation phenomena in the two-dimensional 
shear layer behind a sharp-edged plate. The preliminary objec­
tives are to determine the scaling trend of the inception index 
at high Reynolds number (> 106), and to carefully observe the 
relation between flow field characteristics, such as the struc­
ture of the turbulent shear layer, and cavitation phenomena. 

Experimental Setup and Procedures 

A schematic description of the experimental setup is 
presented in Fig. 1. The system consists of a vertical sharp-
edged plate that extends completely across the 12 in. span of 
the test section of the Caltech Low Turbulence Water Tunnel. 
This plate is elevated 1 in. above the floor of the test section, 
and a 20 in. long horizontal plate separates the two regions of 
the flow. This bypass is installed in order to eliminate the ef­
fect of the turbulent boundary layer of the bottom wall. A 
series of 5 vertical holes are drilled inside the sharp-edged 
plate. Each hold can be connected either to a pressure tap on 
the front (upstream facing) surface or to a 100 micron pinhole 
orifice injector located in the oblique section behind the plate. 
The pinholes will later be used for injection of small bubbles 
and can be replaced with pressure taps. A series of delrin plugs 
are used for sealing either injectors or the pressure taps (or 
both) when not in use. 

The present cavitation observations were made under 
stroboscopic light. The tests were carried out by maintaining 
the tunnel at a constant velocity and gradually reducing the 
pressure until the first traces of cavitation appeared. At that 
moment the pressure transducer reading was frozen and 
recorded together with the tunnel velocity. The water was 
recirculated for at least 10 minutes at atmospheric pressure 
before repeating the experiment, to reduce and maintain a 
steady population of free stream bubbles (see Katz (1981), for 
details). During the tests at high velocities it was necessary to 
pressurize the tunnel before each test since the flow was 
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Fig. 5 Advanced stage of cavitation behind the sharp·edged plate,
Res = 1.89 x 106, O'L = 0.375

Fig. 4 Top view of cavitation behind the sharp·edged plate,
Res = 2.28 x 106, "L = 0.601

Results

Figures 2 and 3 are side views and Fig. 4 is a top view of the
early states of cavitation behind the sharp-edged plate. As is
evident from these micro-second flash photographs, the
cavitation first appears as a series of narrow axial-stream wise
"strings" located in the turbulent shear layer and distributed
across the span of the water tunnel. In a more developed state
(lower u), as shown in Fig. 5, the cavitation appears primarily
in the shape of the large scale spanwise eddy structure,
although the existence of the axial strings is still evident be­
tween the large lateral vortices. These spanwise eddies do not
appear in Figs. 2-4; as a matter of fact, it seems that the early

already cavitating at atmospheric conditions. The location of
the tap for making velocity and pressure measurements (de­
fined presently as the local values) is specified in Fig. 1. A
comparison between the conditions at this point to the
pressure behind the knife edge resulted in a constant value of
(PBP-Pd/(1I2pUj) = 0.069. The amount of air dissolved in
the water was controlled with a dearating system (see Ooi
(1981) for details) and was measured with a van slyke device.

'\.

-- TO PRESSURE
TRANSDUCER OR
AIR SUPPLY

!""'i~' .; '"\:..: ..~
. i

WINDOW

FRONT FACE PORTS
(FIVE DIFFERENT DEPTHS

WINDOW

-FLOW

PRESSURE TAP

- TO PRESSURE TRANSDUCER

TUNNEL

1-------13.75"----_

TUNNEL

WATER

.....

WATER

Fig. 1 A schematic description of the experimental setup

r
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, PORTS FOR AIR INJECTION OR
PRESSURE MEASUREMENTS
(FIVE DIFFERENT DEPTHS)

Fig. 2 Side view of cavitation behind the sharp·edged plate,
Res =2.17 x 106, "L =0.762

Fig. 3 Side view of cavitation behind the sharp·edged plate,
Res =2.25x 106, "L =0.628

____ Nomenclature

S

U""

local pressure
pressure at infinity
vapor pressure. at room
temperature
pressure directly behind knife
edge
distance between knife edge
stagnation and separation
points
local velocity, measured
above the shear layer
velocity at infinity v

base pressure coefficient
diameter Reynolds number,
given by

U",D

Reynolds number based on
UL and 28, given by

UL
o 2S

v

kinematic viscosity of water

Ui cavitation inception index,
given by

UL local cavitation inception in­
dex, given by

p = density of water
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Fig. 6 Cavitation inception indices behind the sharp.edged plate

Fig. 7 A collection of cavitation Inception Indices from various
sources

stages of cavitation occur mainly between the large eddies.
Thus, these photographs provide evidence that although the
main flow structure consists of coherent spanwise eddies, the
major contribution to the onset of cavitation is made by the
"secondary" axial vortices of the mixing layer. The existence
of these eddies and their relation to the large spanwise struc­
ture was reported first by Konrad (1976) and then studied by
Breidenthal (1978) and Bernal (1981). The strength of these
vortices and their dependence on the flow conditions is not yet
known. However, according the Bernal (ibid), the axial vor­
tices originate from disturbances located upstream of their
point of appearance. These disturbances are amplified from
their origin up to a visible state. The axial location of the
visibility threshold can be shifted either upstream or
downstream by raising or lowering the Reynolds number. The
number of these axial vortices and their spanwise pattern also
changes when the velocity is increased. Thus, the present
photographs of cavitation and the findings of Bernal may pro­
vide the missing link needed for explanation of the dependence
of the cavitation inception index on the Reynolds number.

Local cavitation inception indices are plotted against the
Reynolds number in Fig. 6. In order to compare the present
results to other experimental data, the length scale in the
Reynolds number is chosen to be twice the distance between
the stagnation point and the separation point (the location of
the stagnation point was determined by observation of the mo­
tion of small bubbles injected from the front surface pressure
taps.) As is evident from Fig. 6, the local cavitation inception
indices scatter between 1.0 and 1.4 when the amount of air
dissolved in the water is 9-11 ppm and scatter between 0.8 and
1.2 when the air content is 3.5 ppm. Due to the scatter of the
present results, and the narrow range of velocities available in
the test facility, the inception indices do not display a clear

trend with the Reynolds number. Since the population of free
stream bubbles in the test facility depends on the amount of
air dissolved in the water (see Ooi (1981) and Katz et al
(1982», the results in Fig. 6 suggest a strong dependence of the
inception indices on the bubble population density. This point
will be explored in the future when the pressure field and the
bubble population in this flow will be studied in detail. Figure
7 compares the present results at high air content to the
measurements of Kermeen and Parkin (1957) and Arndt
(1978) behind sharp-edged disks and those of Katz (1981)
around a blunt circular cylinder. Since the present
measurements are of the local cavitation inception indices,
and the values of Ui in the other experiments are based on the
pressure and velocity at infinity, the coordinates of Fig. 7 were
adjusted according to the relation UL 0= (ui + CPB )/(1- Cps)'
Here Cp is the minimum base pressure coefficient which was
measurea by both Kermeen and Parkin (ibid) and Katz (ibid)
and the average value of all of these is taken to be - 0.6. The
values of the Reynolds number were also adjusted to the local
velocity. As is evident in Fig. 7, the present measurements fall
within the results of Arndt (1978) and seem to be an extrapola­
tion of the Kermeen and Parkin (ibid) results. Thus even
though the presently measured inception indices do not, by
themselves, display a clear trend with the velocity, they are in
good agreement with the general trend of the cavitation index
increase with the Reynolds number.

Discussion

The remarkable physical appearance and location of incep­
tion is not unique to the flow geometry described in this paper;
the same phenomena has been observed in other types of free
shear flows. Figure 8, for example, displays very similar
cavities at the onset of cavitation on a flat blunt circular
cylinder, as observed in the work of Katz (1981). Similar
phenomena were also observed by van der Muelen (1980) in
the flow near hydrofoils at high angles of incidence. Thus,
there are other types of flows in which the onset of cavitation
occurs in the streamwise, secondary turbulent structure of a
shear layer. This is not the case, however, in every type of
separated flow. For example, this phenomenon has not been
observed in cases where the dimensions of the separated
regions are too small to allow the development of the stream­
wise vortices, at least not to a visible size. Examples of these
types of flows are hemispherical bodies with and without
downstream facing steps (Arakeri (1979), Katz (1981», and
hydrofoils at small angles of attack (van der Muelen (1980».
These flows exhibit inception in the turbulent shear layer, but
developing in the lateral (spanwise) structures. The resulting
inception indices are usually much lower as is demonstrated by
comparing van der Muelen's (ibid) results obtained at small
angles of incidence (Ui about 0.5 for 2 0

) to those obtained at
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large angles (>,• more than 4.0 for 16°) on the same NACA 
16-012 hydrofoil. The minimum space required for the 
development of the streamwise vortices and their strength 
relative to the main lateral structures in separated flows is not 
yet clear and requires further study. 

Both the downstream and spanwise location of the first visi­
ble cavities varied from one measurement to the next, even 
under identical flow conditions. Therefore, no preferred in­
ception site could be detected. This random behavior 
eliminates the suspicion that imperfections on the sharp edge 
of the plate play a dominant role in the location and physical 
appearance of cavitation (although the edge was protected to 
maintain it sharp and free of defects). Beyond inception, both 
the primary (spanwise) and the secondary (streamwise) struc­
tures were visible. At the present time, however, we made no 
attempt to identify whether these turbulent structures appear 
at distinct number, pattern or location. 

A large scatter is seen in the data obtained in the present 
cavitation tests. The scatter is larger in the lower Reynolds 
number range, 1 .0xl0 6 to 1.4 x 106, than in the higher values. 
The present measurements were carried out using velocity and 
pressure transducers having a 0.5 percent accuracy, so the 
measurement error is much smaller than the scatter of the 
data. Actually, the size of the marks indicating data points in 
Figs. 6 and 7 (circles or triangles) are larger than the in­
strumentation error. Since detection of inception was done 
visually, some error may result from the response of the 
observer. However, inception could be observed clearly in this 
flow as it occurred in the free stream far from the test body. 
Thus, experimental uncertainty played only a minor role in the 
scatter of the results. The major component of scatter is the 
fact that the onset of cavitation (in any type of flow) requires 
the coincidence of at least two events, a low enough pressure 
(occurring in the streamwise cores in this flow) and a 
microscopic free stream cavitation nucleus (bubble or par­
ticulate containing a gas cavity) of such a size that it becomes 
unstable at the local pressure. The availability of bubbles is 
lower at low speeds, therefore, fewer inception sites are 
available. In addition, the location spacing and pattern of the 
axial vortices may depend on the Reynolds number, thus alter­
ing the number of sites even further. As a result, the probabili­
ty for inception varies with the velocity. Since the present 
measurements were carried out by gradually lowering the 
pressure, the availability of cavitation nuclei and the number 
of sites at a particular time affects the inception indices 
measured. Probability studies (such as those of Ooi (1981) in 
water jets) will require much more knowledge about the basic 
flow structure and levels of pressure fluctuations. These 
studies are currently being carried out by the second author. 

Summary and Conclusion 

Observations of cavitation phenomena in a two-
dimensional shear layer behind a sharp-edged plate were car­
ried out in the Caltech Low Turbulence Water Tunnel. Two 
kinds of vortex motion were observed in these experiments, a 
spanwise large-scale eddy structure and a secondary axial or 
streamwise eddy. Cavitation inception was found to occur in 

the axial vortices mainly in the portion between the spanwise 
eddies. At lower pressures cavitation takes the form of the 
spanwise vortices but the axial vortices always remain evident. 

The cavitation inception indices display a strong 
dependence on the air content and thus on the population of 
free stream bubbles. The present results do not, by themselves, 
display a clear trend with the velocity but are consistent with 
the assumed trend of the cavitation inception index of sharp-
edged bodies to increase with the Reynolds number. No at­
tempt to develop a model to explain the scaling trend of the in­
ception index was made since very little is known about the 
streamwise secondary vortices. However, since these 
phenomena of shear flows are currently being studied by 
several investigators, some answers should be forthcoming in 
the near future. 
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Contraction Coefficients for Borda Mouthpieces 

Wei-guo Dong1 and John H. Lienhard1 

Nomenclature 
a = distance from a point at 

which Dj is measured to the 
point above it, at which we 
want to know i?yiactUai 

C, Ct = arbitrary constants 
Cc = coefficient of contraction, 

(jet area)/(aperture area) 
CD = coefficient of discharge, CCCV 

Cv = coefficient of velocity, 
(jet velocity)/ \f2gh 

D, Dj = diameter of a Borda 
mouthpiece, diameter of the 
jet from a Borda mouthpiece 

g = acceleration of gravity 
h = head above a Borda 

mouthpiece 
M = 4([2L/D]2 + 1) 
L = length of a Borda mouthpiece 
p = pressure in the liquid 

Re = Reynolds number, 
/o£>V2g^/(viscosity) 

r = radial coordinate around the 
axis of the Borda mouthpiece 

u = liquid velocity 
We = Weber number, pD(2gh)/a 

p = liquid density 
a = surface tension 

Introduction 
Figure 1, which is half sketch and half photograph, shows 

liquid emerging from a Borda mouthpiece; and it establishes 
some nomenclature. It is well-known that an elementary 
momentum balance specifies the coefficient of contraction, 
Cc, (the ratio of the cross-sectional area of the jet to that of 
the hole) in the following way: 

CC = 1/(2C„2) (1) 

where C„ is the "coefficient of velocity" or the ratio of the jet 
velocity to ~4lgh. 
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Good Cc data for the Borda mouthpiece are very hard to 
find. The values of 0.5149 (Borda), 0.5547 (Bidone), and 
0.5324 (Weisbach) quoted in [1]-without references and 
without giving the dimensions or proportions of the tube — ap­
pear to be the bases upon which textbooks normally quote 
values between 0.52 and 0.54. It is customary to rationalize a 
value of C c>0.50 using equation (1) with an assumed Cv be­
tween 0.98 and 0.96. 

While the shortage of Cc data clearly reflects the limited 
practical importance of the Borda mouthpiece, two issues in 
this matter do merit our attention. One is that of questioning 
the validity of the routinely-taught momentum balance. The 
other is that of checking the common implication that 
substantial mechanical energy is dissipated in conventional 
orifices. 

In 1984 Lienhard V and Lienhard (IV) [2] showed that C„ 
for a sharp-edged orifice is so close to unity that we can prac­
tically forget about any energy dissipation in such discharges. 
They also noted that, although they did not calculate the 
dissipation in a Borda mouthpiece, it would certainly be even 
less than in a sharp edged orifice. Consequently one must look 
elsewhere than to C„ for the explanation of Cc's greater than 
1/2. 

The other place where people often look for the cause of the 
higher value of Cc is in manufacturing imperfections in the lip 
of the mouthpiece. However, one is hard pressed to see how 
minor alternations of the lip could affect the momentum 
balance calculation in any way2. 

We therefore ask how the momentum balance argument 
itself could fail. A key assumption in the argument is that the 
liquid is stagnant on the support wall (see Fig. 1.). However, it 
is clear that there is some liquid movement on the wall, and 
that it must decrease as the length, L, of the mouthpiece is in­
creased. Liquid motion reduces the pressure on the wall; con­
sequently the jet momentum must increase to compensate for 
it. Since the velocity is constant, it is the area of the jet that 
must increase. 

Our objective is thus to measure Cc as a function of the 
ratio L/D. The result should verify or deny two matters that 
we have suggested above. 1) If liquid movement parallel with 
the support wall affects Cc, then Cc should decrease toward an 
asymptote as L/D becomes large. 2) If C„ is virtually unity, 
then that asymptote should be 1/2. 

Experiment 

Experimental Design. Figure 1 shows the Borda 
mouthpiece we designed to measure Cc. The apparatus was 
manufactured entirely from plexiglass. The support wall 
shown in the figure forms the bottom of 154 cm vertical sup­
ply tube with a 15.2 cm inside diameter, which is not shown. 

We are indebted to A. Degani who triggered this inquiry by questioning the 
machining argument on this basis, when it was offered in a fluid mechanics 
class. 
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Fig. 1 Borda mouthpiece configuration used in the experiments, and a
typical experimental photograph

In the second experiment, the loss of liquid from the supply
tube was observed as a function of time during draining, and
the discharge coefficient, CD' was obtained from these data.
The supply tube was drained from an initial head, to each of
about five lower values of head, for each mouthpiece. Each of
these 25 points was replicated about 10 times. The probable er­
ror of these measurements averaged 0.83 percent.

We made most of these measurements without letting the
water stand for hours. But when we did let it stand, CD was
the same within 0.4 percent or less. Nevertheless, these are
time-averaged data and, during part of the time in all cases,
the jets exhibited imperfections. Therefore these data are less
trustworthy than the Cc observations even though their
probable error is less.

The velocity coefficients, Cv = CDICo obtained from the
data did not deviate significantly or consistently from unity,
which bears out the assertion that Cv = 1, made in [2]. We
therefore take Cd and Cc data as being equivalent.

The ranges of Reynolds and Weber numbers in these tests
were:

23,000< Re < 62,000 and 800< We < 4000

These ranges, which arose entirely from the variability of h,
had no discernable influence on Cc or CD'

Corrections. The following corrections were applied to the
observed jet diameters:

1) Gravity Correction. Combining the increase of jet
velocity resulting from gravity with the continuity equation we
obtain for the jet diameter uninfluenced by gravity, Dj :

D j = (1 +al2h)'h. Dj.measured (2)

where "a" is the distance from the position at which the
measurement was made to the positon at which the jet
originated, and h is the head above the mouthpiece. Jets that
did not match equation (2) within the experimental error, over
their length in the photographs, were deemed to be deformed
and were rejected.

2) The Location of the Origin of the Jet. When a
mouthpiece of finite size is located in a gravity field, the for­
mation of the jet is smeared over a variable head region.
Where the effective origin of the jet is located is not clear;
however it should lie between the lip of the mouthpiece and
the support wall.

The gravity correction gave the most consistent results
among the various heads when zero head was taken to lie one
third of the way from the lip to the support wall. We therefore
refer the head to this point in each case. The variation of the
value of Co as the zero head point for the correction was
varied from the lip to the support wall, remained well within
the probable error.

3) Surface Tension. We are indebted to T. B. Benjamin
who made the calculation in the Appendix for us. It shows
that the jet dilates slightly under the influence of surface ten­
sion. The observed values of Cc had to be reduced between 0.4
and 2 percent, on the average, on the basis of this correction.

Results and Discussion

The fully corrected Cc and CD data re plotted against LID
in Fig. 2. (Since they are corrected for surface tension, these
data represent the high We limit.) They show that Cc exceeds
0.5 when LID is small, and that it falls off asymptotically
toward 0.5 as LID is increased. The sharp-edged orifice Cc is
included at LID=O. (This is Medaugh-Johnson's [3] value of
0.595 for large We and Re.)

A very simple analytical model serves to illuminate this
behavior. We approximate the flow on the support wall by im­
agining symmetrical sinks located at a distance, L from the

/
I~

I
0=

12.7mm

I
O.7~mm

L

O.35n,m

{

25.27mm

19.00
L· 12.68

5.03

1.24

3We are grateful to Prof. T. B. Benjamin for drawing our attention to this
technique, which is needed to operate a Borda mouthpiece.

The five Borda mouthpieces - each of a different
length - were separate inserts as shown. Each had a nominal
outside diameter of 1.27 cm. Since plexiglass expands by
about 0.2 percent when it is wet, actual data are based on the
measured outside diameter of the wet mouthpieces. The lip of
each mouthpiece was examined under a powerful magnifying
glass before it was used, and found to be free of perceptible
defects.

Tap water was supplied through an overhead tray at the top
of the supply tube. All of the jets filled the Borda tube under
normal conditions. The separated jet flow pattern had to be
initiated by blowing compressed air into the lip region through
a small straw3•

Two kinds of experiment were made. In one, contraction
coefficients were obtained from still photographs of the
discharging jets, by comparing the jet diameter in the picture
with a 1.27 cm marker (which can be seen in the photographic
portion of Fig.!.) All photographs were made after allowing
the water several hours of stilling to get rid of air bubbles. We
discovered that air bubbles coming out of solution would cling
to the lip of the mouthpiece and deform the jets. Stilling the
water eliminated most of these bubbles and yielded a higher
fraction of perfectly shaped jets.

About 20 photos were made for each mouthpiece. Just over
half of these had to be rejected because of deformities in the
jet. The probable error of Cc was 1.3 percent. The standard
error of the repeated measurements varied slightly, since data
were obtained at different heads in each case; but it averaged
1.2 percent which is, predictably, almost the same.
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Fig. 2 Experimental results shown the influence of the mouthpiece 
configuration on contraction 

wall on the jet centerline - that is, where the liquid enters the 
tube, and at its mirror image below. The velocity, u, parallel 
with the wall is then: 

C 
(4) 

(L2 + r2) 

where r is the radius in the plane of the wall and C is a con 
stant. Then the pressure gradient on the wall is: 

-pu 
du dp 

(5) 
dr dr (L2 + r2f 

where C, must be pghC2D4/16 to make the velocity consistent 
with the discharge rate. 

We obtain Cc from equation (5) in the following way: We 
first integrate it to estimate the pressure force on a large cir­
cular segment of the support wall surrounding the hole of 
diameter, D. We then add the jet momentum force, 
Cc(wD2/4)p(2gh), to get the total force to the left. This must 
be balanced by the opposing pressure within the static liquid. 
Solving the result for Cc, we obtain: 

C c = M - ( M 2 - M ) ' / i (6) 

where M=4{[2L/D}2 +1). 
Equation (6) is included in Fig. 2. It is suprisingly close to 

the data, considering what a simplistic model it is. It makes it 
very clear that fluid movement on the wall is indeed the reason 
that observed values of Cc are above 1/2. 

It is also important to note that neither this simple theory, 
nor the data, approach the sharp-edged orifice data point at 
the L = 0 limit. Once the tube is removed entirely, the 
transverse velocity component at r = D/2 discontinuously goes 
to *Jlgh. But for any finite Borda tube, it will be less than this 
value. 

4) The sharp-edged orifice is not the appropriate limit for a 
very short Borda mouthpiece. 

5) The influence of surface tension on Cc for a Borda jet is 
given by equation (A4). 
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A P P E N D I X 

Influence of Surface Tension on Cc for a Borda Mouthpiece 
A Calculation by 

T. B. Benjamin, Sedleian Prof, of Natural History 
Mathematical Institute 
Oxford University 

The Bernoulli equation between the stagnant liquid at gauge 
pressure, pgh, in the supply tube and the liquid in the jet, is: 

pgh=p + pu2/2 (Al) 

where the static gauge pressure in the jet is given by the 
Laplace relation as: 

/? = - (A2) 
(VCc£>/2) 

Neglecting fluid motion on the support wall as being of 
second order in importance, we write the following momen­
tum balance: 

Force on static fluid = momentum of jet 
- surface force on the lip 

— surface force on the jet. 

or: 

ir(D2/4)pgh = ir(CcD
2/4)[pu2 + a/{-JCcD/2)] 

-TT-SCIDO-TTDO (A3) 

Substituting equation (A2) in (Al), solving for pu2, and using 
the result in equation (A3), we get a quadratic equation in 
\[C~C. Its positive root yields: 

C c=4+( l + 3/2V2)̂ L (A4) 

after we neglect terms of higher than first degree in (1/We). 
This result is accordingly limited to We greater than the order 
of 100. It is also limited to such We's by the fact that the cor­
rection is assumed small enough to be superposed additively 
on the ideal flow. 

Prediction of Stack Plume Downwash 

F. B. Tatom1 

Conclusions 
1) Fluid motion on the support wall influences the 

magnitude of Cc for a finite Borda mouthpiece. 
2) Cc for a Borda mouthpiece approaches 1/2 asymp­

totically as the length of the mouthpiece is increased. For 
a very short Borda mouthpiece, Cc is a little above 0.54. 

3) The coefficient of velocity is virtually unity for a Borda 
mouthpiece, just as it is for a sharp-edged orifice. 

Introduction 
Downwash in the wake of smokestacks and cooling towers 

has been a subject of investigation for more than 50 years [1]. 
The phenomenon occurs when the emerging positively 
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wall on the jet centerline - that is, where the liquid enters the 
tube, and at its mirror image below. The velocity, u, parallel 
with the wall is then: 

C 
(4) 

(L2 + r2) 

where r is the radius in the plane of the wall and C is a con 
stant. Then the pressure gradient on the wall is: 

-pu 
du dp 

(5) 
dr dr (L2 + r2f 

where C, must be pghC2D4/16 to make the velocity consistent 
with the discharge rate. 

We obtain Cc from equation (5) in the following way: We 
first integrate it to estimate the pressure force on a large cir­
cular segment of the support wall surrounding the hole of 
diameter, D. We then add the jet momentum force, 
Cc(wD2/4)p(2gh), to get the total force to the left. This must 
be balanced by the opposing pressure within the static liquid. 
Solving the result for Cc, we obtain: 

C c = M - ( M 2 - M ) ' / i (6) 

where M=4{[2L/D}2 +1). 
Equation (6) is included in Fig. 2. It is suprisingly close to 

the data, considering what a simplistic model it is. It makes it 
very clear that fluid movement on the wall is indeed the reason 
that observed values of Cc are above 1/2. 

It is also important to note that neither this simple theory, 
nor the data, approach the sharp-edged orifice data point at 
the L = 0 limit. Once the tube is removed entirely, the 
transverse velocity component at r = D/2 discontinuously goes 
to *Jlgh. But for any finite Borda tube, it will be less than this 
value. 

4) The sharp-edged orifice is not the appropriate limit for a 
very short Borda mouthpiece. 

5) The influence of surface tension on Cc for a Borda jet is 
given by equation (A4). 
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A P P E N D I X 

Influence of Surface Tension on Cc for a Borda Mouthpiece 
A Calculation by 

T. B. Benjamin, Sedleian Prof, of Natural History 
Mathematical Institute 
Oxford University 

The Bernoulli equation between the stagnant liquid at gauge 
pressure, pgh, in the supply tube and the liquid in the jet, is: 

pgh=p + pu2/2 (Al) 

where the static gauge pressure in the jet is given by the 
Laplace relation as: 

/? = - (A2) 
(VCc£>/2) 

Neglecting fluid motion on the support wall as being of 
second order in importance, we write the following momen­
tum balance: 

Force on static fluid = momentum of jet 
- surface force on the lip 

— surface force on the jet. 

or: 

ir(D2/4)pgh = ir(CcD
2/4)[pu2 + a/{-JCcD/2)] 

-TT-SCIDO-TTDO (A3) 

Substituting equation (A2) in (Al), solving for pu2, and using 
the result in equation (A3), we get a quadratic equation in 
\[C~C. Its positive root yields: 

C c=4+( l + 3/2V2)̂ L (A4) 

after we neglect terms of higher than first degree in (1/We). 
This result is accordingly limited to We greater than the order 
of 100. It is also limited to such We's by the fact that the cor­
rection is assumed small enough to be superposed additively 
on the ideal flow. 

Prediction of Stack Plume Downwash 

F. B. Tatom1 

Conclusions 
1) Fluid motion on the support wall influences the 

magnitude of Cc for a finite Borda mouthpiece. 
2) Cc for a Borda mouthpiece approaches 1/2 asymp­

totically as the length of the mouthpiece is increased. For 
a very short Borda mouthpiece, Cc is a little above 0.54. 

3) The coefficient of velocity is virtually unity for a Borda 
mouthpiece, just as it is for a sharp-edged orifice. 

Introduction 
Downwash in the wake of smokestacks and cooling towers 

has been a subject of investigation for more than 50 years [1]. 
The phenomenon occurs when the emerging positively 
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-Fpw = (Poa-Pw)(2a) (2) 

Fig. 1 Dynamics for downwash 

buoyant plume becomes entrapped in the wake produced by 
the wind flowing around the stack or tower from which the 
plume originated, or in the wake produced by some other 
nearby building or terrain obstruction. In the current study the 
objective has been to provide a means of predicting the 
presence of downwash resulting from the wake due to the 
stack, over a wide range of Froude numbers. 

As noted previously [2], most of the studies dealing with 
downwash have involved either experimental measurements or 
field observations. The general consensus resulting from such 
studies has been that for Froude numbers greater than ~ 1.0, 
to avoid downwash, the ratio of exit velocity to wind velocity 
should be greater than 1.5 [3]. The observation has been 
made, however, that for smaller Froude numbers, a smaller 
value of this velocity ratio should be sufficient [4]. 

In a relatively recent study by Overcamp [5] all available 
downwash data were plotted in the form of velocity ratio ver­
sus Froude number. The plotted data were correlated by 
means of an empirical curve, which was consistent with the 
two basic observations noted in the preceding paragraph. 

Based on the results of previous studies it would appear that 
while there has been considerable measurement and observa­
tion involving downwash, a basic understanding of the forces 
causing this phenomena has not been developed. 

Technical Development 
The analytical model is based on the premise that / / 

downwash is to occur the interaction between the plume and 
wake must commence immediately downstream of the stack or 
tower. As indicated in Fig. 1, in the region of interest, four 
forces (per unit length) are considered to be acting on the 
plume. The vertical forces due to buoyancy, Fb, centrifugal ef­
fects, Fcz, and wake pressure, Fpw, act in the upward direc­
tion, while the ambient pressure force, Fp„, is directed 
downward. In order for downwash to occur, the net 
downward pressure force must exceed the combined buoyancy 
and centrifugal forces or 

- F "> F 
rpw ^ r cz 

+ Fh (1) 
As reported by several investigators [6, 7], the cross-section 

of the plume is kidney-shaped. For simplicity, this shape is ap­
proximated by an ellipse with a major axis dimension of 2a 
and a minor axis dimension of 2b, as indicated in the figure. 
With this shape, the net pressure force can be written as 

The wake pressure, Pw, is assumed to be equal to the pressure 
on the tower perimeter at the point of separation, Pxp. Based 
on potential flow theory, with viscous drag neglected,xPsep can 
be related to the drag coefficient of the structure, CD, and 
thus 

P = P 

P . + - ^ [ 1 - ( 3 C D ) ^ ] 

The net pressure force (acting downward) becomes 

U2 

• m [(?cDy» -1](2*) 
-F = p°°"°° rnr'_i2/3. 

pw 2 

(3) 

(4) 

The force due to buoyancy can be written 

Fb = (pa-pp)girab (5) 

The vertical component of centrifugal force, as depicted in 
Fig. 1, is described by the relation 

Fcz = irabppvl cosd/Rc(x) (6) 

The region of interest occurs at x=230 /2 and is thus within 
the momentum-dominated near field. In such a region, based 
on previous trajectory analysis of deflected buoyant plumes 
[8], the radius of curvature of the plume centerline Rc(x) can 
be expressed as 

Rc(D0/2) = 2D0(1 + B2/4)i/2/B 

and 

where 

and 

cos0=l /Vl+ .8 2 / 4 

B=R*/^/fi + aR* 

R*=^/Po/Pa>v0/Ua 

(7) 

(8) 

(9) 

(10) 

The empirical constants a and |3 appear in a number of dif­
ferent studies dealing with the behavior of buoyant plumes, 
and a variety of values have been proposed for each such con­
stant. In the current study 

a = 0.15 

and 

0 = 0.9, 

consistent with the values proposed in the original trajectory 
analysis [8]. 

As noted previously, the plume cross-section is assumed to 
be elliptical in shape. For simplicity, and because of the short 
distance from the exit plane, the area of this cross-section is 
taken to be equal to that of the exit plane. Based on conserva­
tion of mass and geometric considerations, the dimension (2b) 
of the minor axis of the ellipse was taken as a function of the 
jet exit diameter, D0, and the parameter, B, according to the 
relation 

2Z> = Z) 0 [ l - exp ( -5 2 ) / 2 ] (11) 

Consistent with equation (11), the major axis dimension can 
be expressed as 

2a = £>0 / [ l-exp(-.B2) /2] (12) 

When equation (12) is combined with equation (4), the final 
relation for the net pressure force is 

Fp„-Fpw = Po,Ul[(.3CD)2/i-l]D0/2A (13) 

where 

A = l-exp(-B2)/2 (14) 

The velocity of the plume, vp, with entrained mass 
neglected, is taken to be equal to the exit velocity, v0, and 
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likewise the density, pp, at the point of interest is assumed 
equal to the exit density, p0 . When these approximations, 
along with equations (11) and (12) are combined with equation 
(5), the final result for the buoyancy force is 

Fb = (P<»-Po)gTrDl/4 (15) 

Equations (7), (8), (11), and (12), along with the same ap­
proximations concerning velocity and density as before, when 
combined with equation (6), produce the final relation for the 
centrifugal force, 

Fa = irDoPov
2
0(.2B)/(4 + B2)2 (16) 

Based on a combination and rearrangement of equations 
(1), (13), (15) and (16), the final expression in dimensionless 
form for the existence of downwash is 

R*< 
K3CD)2" - 1 ] 

7ry4[Fr0-
2 + 45/(4 + B2)2] 

where 

Frn = v. 
v Po ' 

(17) 

(18) 

Results 
As noted previously, Overcamp [5] has recently provided a 

compilation of downwash data from a number of different 
sources, along with an empirical correlation of such data. 
Although not precisely known, the drag coefficients for the 
various structures associated with these data would very likely 
be in the range of 0.4 to 1.2. All of the data noted, including 
the empirical correlation, are presented in Fig. 2. Also 
presented in Fig. 2 are the curves produced by the current 
model corresponding to equation (17), for the range of values 
of CD noted. These curves are most encouraging, in that they 
appear to generally bracket the interface between the data 
denoting downwash and that denoting its absence. The curve 
corresponding to CD = 1 strongly resembles Overcamp's re­
cent empirical correlation. Of special significance is the fact 
that, with a CD of 1, as the Froude number increases to large 
values (>10), the critical speed ratio approaches a constant 
value on the order of 1.5. 

Examination of equation (17) indicates that, with CD = 1 for 
Froude numbers less than —0.8, the balance of forces is 

primarily between net pressure and buoyancy, and for this 
case equation (17) reduces to 

R* < Fr0V[(iCD)2/1 - \\I-KA (19) 

In the range of Froude numbers between —0.8 and —8.0, 
centrifugal and buoyancy forces are jointly involved in balanc­
ing the net pressure force and the complete version of equation 
(17) is necessary. For Froude numbers greater than - 0 . 8 , the 
balance of forces is largely between net pressure and cen­
trifugal forces, and under this condition equation (17) can be 
reduced to 

R* < ( — ~ ) V[(3Cfl)
2/3 - \yvAB (20) 

Thus, downwash can be pictured as occurring in three 
separate regimes as indicated in Fig. 3. This result is consistent 
with the qualitative description provided by Briggs [4]. 

Conclusions 

A simple explanation for downwash in terms of a balance of 
forces has been demonstrated to correlate all available data 
quite satisfactorily. The correlation is in basic agreement with, 
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IEffect of Vibrating Upstream Cylinder of Two Cir­
cular Cylinders in Tandem Arrangement!

M. M. Zdravkovich.2 The authors are to be com­
plimented for a simple experimental study which revealed a
large effect of extremely small amplitudes of an oscillating
upstream cylinder on the flow around a stationary
downstream cylinder. The most important or primary effect is
presumably the influence of the forced oscillation of the
upstream cylinder on the flow within the gap between the
cylinders. This primary effect causes a secondary effect, that
is, the change over of flow regimes around the downstream
cylinder. The authors concentrated their experimental study
only on the secondary effect and the physical picture of the
phenomena involved remained incomplete.

The main feature of a flow around two parallel stationary
cylinders arranged in tandem with a spacing ratio lid < 3.5 is
that the vortex street cannot be formed behind the upstream
cylinder. The free shear layers emanating from the upstream
cylinder reattach onto the downstream cylinder. The reattach­
ment produces characteristic peaks in Cp and Cp ' at () = 50
deg as seen in Figs. 5 and 7. The reattached shear layers are
turbulent and trip a turbulent boundary layer around the
downstream cylinder characterised with a delayed separation
at () = 120 deg (see inflection point of the Cp curve in Fig. 5
and the second Cp ' peak in Fig. 7). The delayed separation
produces a narrow nearwake which in turn means low drag
coefficient, see Fig. 6. It is totally unexpected that such a post­
critical, narrow nearwake behind the stationary downstream
cylinder could produce an excessive fluctuating lift as found
by Arie et al. [2] and confirmed by the authors in Figs. 8 and
9. My comments will be directed towards resolving that
puzzle.

The authors proposed that the transverse forced oscillation
of the upstream cylinder triggered the "synchronized" vortex
shedding. The analogy with the synchronization caused by an
oscillating single cylinder is not as straightforward as implied
by the authors and requires experimental verification which
was not given. There are two important differences between
the 'synchronization' behind the upstream cylinder and the
synchronization behind the single cylinder. They are as
follows:

(i) No vortex shedding was found behind the stationary
upstream cylinder for lid < 3.5. When the upstream cylinder
is forced to oscillate the synchronized vortex shedding is not
affected by a tendency of natural vortex shedding at constant
Strouhal number.

(ii) There is a threshold amplitude of oscillation (aldmin )
= .04 to .05 required to initiate the synchronization behind

JB;, M. Moriya and H. Sakamoto published in the June 1986 issue of the
JOyRNAL OF FLUIDS ENGINEERING, Vol. 108, pp. 180-185.

University of Salford, Salford, U.K. Mem. ASME.

JOlun,al of Fluids Engineering

the single cylinder [13]. The range of amplitudes used by the
authors was 0 < aid < 0.029 which is well below (ald)min'
Hence it looks plausible to look for another explanation of the
observed secondary effect.

The crucial difference between the nearwakes behind the
upstream and single cylinder is that the former is stable and
symmetric the latter is unstable and periodic. Figure 10 taken
by Ishigai et al. [14] is the Schlieren image of the flow around
two cylinders in tandem arrangement for lid = 3 at Re = 3.9
x 103 • The free shear layers gradually roll up into large vor­
tices arranged symmetrically relative to the wake axis. The in­
stability of the free shear layers is enhanced by their retarda­
tion caused by the downstream cylinder and their subsequent
reattachment, as observed in laminar wakes [15, 16]. The in­
stability initiates in phase oscillations on both sides of the
cylinder and preserves the symmetrical arrangement as found
for a single cylinder by Gerrard [17]. If the upstream cylinder
is forced to oscillate even at a very small amplitude the free
shear layers are disturbed asymmetrically and the initiation of
instability is out-oj-phase on the two sides of the cylinder.
This leads to an alternate arrangement of rolled-up vortices
which resembles the flow regime for lid> 3.5 behind two sta­
tionary cylinders.

The authors found that for lid = 3.0 a bistable range of
threshold amplitudes 0.007 < aid < 0.015 where either sym­
metric or alternate arrangement of vortices caused a discon­
tinuous jump or fall in CD from - 0.05 to 004, Fig. 6 and in CL

from 0.5 to 0.9, Fig. 8. It is unfortunate that the authors drew
smooth curves between experimental points and did not in­
clude points related to both regimes in the bistable range. The
unexpected second mode of synchronization at JhlJk = 1.24
may be attributed to the instability of free shear layers and
should strongly depend on lid. The authors tested lid = 2 but
did not state whether the second mode of synchronization was
found. It might be mentioned that Igarashi [18] found another
kind of synchronization for 1.2 < lid < 1.6 which affected
the alternate reattachment of free shear layers.

Another puzzling feature is the 'abnormally' high value of
CL measured by Arie et al. [2] and by the authors. Figure 11
reproduced from [19] shows the formation of laminar vortex
streets behind the upstream and downstream cylinder for lid
= 8. The visible smoke represents free shear layers and it is
evident that the second vortex street absorbed all the vorticity

"If!;
(c) (d) (e) ~

l../l)w2. Lln~ ,~=~ ,~

Fig. 10 Two cylinders In tandem, lid = 3, Re = 4.9 x 103, from Ishlgal
et al. (1972)
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two intrinsically different kinds of vortex pamng require
distinctly different terms as proposed herewith. The most im­
portant practical aspect is the suppression of vortex induced
oscillation which has been achieved by a variety of means [23].
A significant reduction of the means effectiveness is found for
two cylinders in tandem [25] due to interference regimes.

Fig. 11 Two cylinders in tandem lid = 8, Re
(1972)

92 from Zdravkovich

Flg.13 Fuliy formed vortex pair, Kc = 5.3 (Kc
number) from Zdravkovich and Namork (1977)

Keulegen·Carpenter

Fig. 12 Two cylinders In tandem lid = 5, Re = 104 from Nakayama et
al. (1984)

generated by the upstream cylinder. Figure 12 is originally
made in color [20] with red dye issued from the upstream
cylinder and blue dye from the downstream cylinder. The
original color of vortices is marked with rand b, respectively.
Figure 12 reveals that the r vortices formed behind the
upstream cylinder pair with b vortices behind the downstream
cylinder in such a way that a binary* vortex street is formed.

The measured variation of CL I with lid by the authors
shown in Fig. 9, can be explained in terms of the strength of
binary vortices. They are strongest at lid = 3.5 for stationary
cylinders when vortex shedding has just initiated behind the
upstream cylinder. The viscous decay and turbulent dissipa­
tion gradually weakens the upstream vortices as lid increases
and the strength of the binary vortices decreases asymptot­
ically towards the strength of an ordinary vortex. The
oscillating upstream cylinder triggers vortex formation for lid
< 3.5 and the binary vortices induce a significant additional
CL I related to the value of aid as seen in Fig. 9. It is evident in
Fig. 8 that for lid = 3 the second mode of synchronization at
fl/fk = 1.24 produces stronger binary vortices.

Finally it might be interesting to note that another kind of
vortex pairing was observed around the circular cylinder in
waves subjected to an oscillatory flow [21, 22]. The vortices
formed behind the cylinder during the first half of the wave
cycle are carried back around the cylinder by the flow reversal
during the second half of the wave cycle. The reversed vortex
is paired with a newly formed vortex with opposite circulation.
Figure 13 shows the vortex pair at the end of the wave cycle
moving away from the cylinder by a self-induced velocity.
Despite a significant distortion of streamlines the opposite
sign of circulation of two vortices results in the cancellation of
the overall circulation. Contrary to that the binary vortex con­
sists of two vortices with the same circulation and the overall
circulation is equal to the sum of the two. It seems that these

*The term binary stars is used in astronomy for two stars of different size in
closed proximity rotating one around the other. This term in Fluid Mechanics
context was introduced by Williamson [25].
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Authors' Closure

The authors are grateful to Dr. Zdravkovich for his
thoughtful and valuable comments. We especially agree with
the physical pictures suggested for our paper. When two sta­
tionary cylinders are arranged in tandem with a spacing ratio
lid < 3.5, a vortex street cannot be formed behind the
upstream cylinder, as pointed out in their comments. Within
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this range of spacing ratio, the fluctuating pressures and lift 
forces acting on the downstream cylinder are synchronized by 
vibration of the upstream cylinder, and this phenomenon is 
also important. Therefore the present paper did not emphasize 

the "synchronized" vortex shedding. However, Dr. 
Zdravkovich's suggestion about binary vortices is useful for 
our paper. The authors tested spacings of l/d = 2.0 and 2.5 
but the second mode of synchronization did not arise. 
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